
H O P N E T : A Hybrid ant colony Optimization 
routing algorithm for Mobile ad hoc NETwork 

A thesis presented 

by 

Jianping Wang 

to 

The Department of Computer Science 

in partial fulfillment of the requirements 

for the degree of 

Master of Science 

in the subject of 

Computer Science 

The University of Manitoba 

Winnipeg, Manitoba 

December 2007 

© Copyright by Jianping Wang, 2007 



1*1 Library and 
Archives Canada 

Published Heritage 
Branch 

395 Wellington Street 
Ottawa ON K1A0N4 
Canada 

Bibliotheque et 
Archives Canada 

Direction du 
Patrimoine de I'edition 

395, rue Wellington 
Ottawa ON K1A0N4 
Canada 

Your file Votre reference 
ISBN: 978-0-494-41487-3 
Our file Notre reference 
ISBN: 978-0-494-41487-3 

NOTICE: 
The author has granted a non­
exclusive license allowing Library 
and Archives Canada to reproduce, 
publish, archive, preserve, conserve, 
communicate to the public by 
telecommunication or on the Internet, 
loan, distribute and sell theses 
worldwide, for commercial or non­
commercial purposes, in microform, 
paper, electronic and/or any other 
formats. 

AVIS: 
L'auteur a accorde une licence non exclusive 
permettant a la Bibliotheque et Archives 
Canada de reproduire, publier, archiver, 
sauvegarder, conserver, transmettre au public 
par telecommunication ou par Plntemet, prefer, 
distribuer et vendre des theses partout dans 
le monde, a des fins commerciales ou autres, 
sur support microforme, papier, electronique 
et/ou autres formats. 

The author retains copyright 
ownership and moral rights in 
this thesis. Neither the thesis 
nor substantial extracts from it 
may be printed or otherwise 
reproduced without the author's 
permission. 

L'auteur conserve la propriete du droit d'auteur 
et des droits moraux qui protege cette these. 
Ni la these ni des extraits substantiels de 
celle-ci ne doivent etre imprimes ou autrement 
reproduits sans son autorisation. 

In compliance with the Canadian 
Privacy Act some supporting 
forms may have been removed 
from this thesis. 

Conformement a la loi canadienne 
sur la protection de la vie privee, 
quelques formulaires secondaires 
ont ete enleves de cette these. 

While these forms may be included 
in the document page count, 
their removal does not represent 
any loss of content from the 
thesis. 

Canada 

Bien que ces formulaires 
aient inclus dans la pagination, 
il n'y aura aucun contenu manquant. 



THE UNIVERSITY OF MANITOBA 

FACULTY OF GRADUATE STUDIES 
* * * * * 

COPYRIGHT PERMISSION 

HOPNET: a Hybrid ant colony Optimization routing algorithm for mobile ad hoc 
NETwork 

BY 

J i anp ing W a n g 

A Thesis/Practicum submitted to the Faculty of Graduate Studies of The University of 

Manitoba in partial fulfillment of the requirement of the degree 

MASTER OF SCIENCE 

Jianping Wang © 2008 

Permission has been granted to the University of Manitoba Libraries to lend a copy of this 
thesis/practicum, to Library and Archives Canada (LAC) to lend a copy of this thesis/practicum, 
and to LAC's agent (UMI/ProQuest) to microfilm, sell copies and to publish an abstract of this 

thesis/practicum. 

This reproduction or copy of this thesis has been made available by authority of the copyright 
owner solely for the purpose of private study and research, and may only be reproduced and copied 

as permitted by copyright laws or with express written authorization from the copyright owner. 



Abstract 
Mobile Ad hoc network (MANET) is a group of mobile nodes which communi­

cates with each other without any supporting infrastructure. Routing in MANET 

is extremely challenging because of MANETs dynamic features, its limited band­

width and power energy. Nature-inspired algorithms (Swarm Intelligence) such as 

ant colony optimization (ACO) algorithms have shown to be a good technique for 

developing routing algorithms for MANETs. Swarm intelligence is a computational 

intelligence technique that involves collective behavior of autonomous agents that lo­

cally interact with each other in a distributed environment to solve a given problem 

in the hope of finding a global solution to the problem. In this thesis, we propose a 

hybrid routing algorithm for MANETs based on AGO and zone routing framework 

of bordercasting. The algorithm, HOPNET, based on ants hopping from one zone to 

the next, consists of the local proactive route discovery within a node's neighborhood 

and reactive communication between the neighborhoods. The algorithm has features 

extracted from ZRP and DSR protocols and is simulated on GlomoSim and is com­

pared to AODV routing protocol. The algorithm is also compared to the well known 

hybrid routing algorithm, AntHocNet, which is not based on zone routing frame­

work. Results indicate that HOPNET is highly scalable for large networks compared 

to AntHocNet. The results also indicate that the selection of the zone radius has 

considerable impact on the delivery packet ratio and HOPNET performs significantly 

better than AntHocNet for high and low mobility. 
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Chapter 1 

Introduction 

A mobile ad hoc network (MANET)[35, 43] is a decentralized group of mobile 

nodes which exchange information temporarily by means of point to point wireless 

transmission. The network topology is unstructured and nodes may enter or leave at 

their will. A node can communicate to other nodes which are within its transmission 

range. However, to communicate to nodes out of its range, a node requires help from 

other nodes which play a "bridge" role to receive and forward messages. Therefore, 

a node in a MANET acts as both a terminal and a router. There are many applica­

tions for MANETs. For example, in a military field or operations, search and rescue 

activities, or any remote geographical area where there is no base station for commu­

nication. In these applications, the number of mobile nodes considered is not large, 

but in the future, the size of the network will increase dramatically as technology 

improves and therefore scalability will be an important issue for MANETs. 

Routing in a MANET [38] is extremely challenging because of MANET's dynamic 

features, its limited bandwidth and power constraints. Due to nodes constantly mov­

ing, the network topology changes frequently: a good route will probably be unavail­

able after a short while. This would result in having each node along the route update 

their routing table frequently, causing many control packets to be sent through the 

network, consuming precious network resources. Therefore, to discover and maintain 

routes in a MANET environment is difficult. 

Routing algorithms for MANET can be classified into three categories: proactive, 

1 



2 Chapter 1: Introduction 

reactive and hybrid. In a proactive routing protocol, each node periodically broadcasts 

its routing table(s) to its neighbors, allowing all nodes to have a consistent network 

view. The advantage of this protocol is the short response time in determining a good 

route from source to destination due to the up to date network topology information 

in each node. This short response time, however, is at the expense of consuming a 

large portion of network bandwidth for the nonproductive control packets required to 

maintain a network overview at each node. Moreover, most of the established routes 

are never used, wasting network resources. Protocols such as DSDV[33], Fisheye[31] 

and WRP[26] fall into this category. In contrast, in a reactive routing protocol, a 

node does not need to periodically broadcast the routing table thereby decreasing 

use of network bandwidth. A node establishes a route to its destination, only on 

demand. However, a node may suffer from long waiting time before it can transmit 

the data packets since a node may not know which neighbor to select as the next 

hop to forward the packet to due to the dynamic network topology. Consequently, 

the node has to find a new route to the destination on the fly. Protocols such as 

AODV[34] , DSR[20] , ABR[42] and TORA [30] fall into this category. 

A hybrid protocol, the Zone Routing Protocol (ZRP) [16, 32], combines the 

advantages of both proactive and reactive protocols. In ZRP, the network is divided 

into zones with each node belonging to one of the zones. Each node proactively 

maintains a routing table for nodes within its zone and reactively finds a route to its 

destination if the destination node lies beyond its zone. Cluster based algorithms [18] 

are also characterized as hybrid routing protocols. In such a network, nodes are 

grouped together depending on a certain clustering criterion. Each cluster has a 

leader and the leader represents the cluster at higher levels. The same clustering 

scheme is applied iteratively to the cluster leaders leading to a hierarchy. Either 

reactive or proactive protocols can be used within and between the clusters. Both 

zone routing and cluster based protocols are highly scalable. However, zone routing 

framework is not based on hierarchy. ZRP's main advantage is in reducing control 

overhead by maintaining routes to nearby nodes proactively so that local traffic can be 

routed immediately. This results in significant reduction in reactive control overhead 

avoiding global search and this is important in scenarios that exhibit traffic locality. 
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The idea of bordercasting in ZRP is important in reducing the Routing Request 

Packets (RREQ), which are not blindly sent to all the nodes but only to peripheral 

nodes, thus reducing the overhead. By changing one single parameter, the zone radius, 

the balance of proactive and reactive contributions can be adjusted. 

Over the last few years, self configuring, self healing algorithms have been con­

sidered as a solution to many large scale multihop networks such as in sensor net­

works [48]. Recently, there is increasing interest in the use of swarm intelligence 

(SI) [13] or nature inspired algorithms for routing in MANETs. Swarm intelligence 

is a computational intelligence technique that involves the collective behavior of au­

tonomous agents that locally interact with each other in a distributed environment 

to solve a given problem in the hope of finding a global solution to the problem. 

Ant colonies, bird flocking, animal herding and fish schooling are examples in nature 

that use swarm intelligence. The foraging behavior of ants [4], bees [44] and the 

hill building behavior of termites [37] have inspired researchers in developing routing 

algorithms for mobile ad hoc networks. In this thesis, we propose a hybrid routing 

algorithm for MANETs based on ACO [4, 9, 12]. The algorithm consists of local 

proactive route discovery within a nodes neighborhood and reactive communication 

between the neighborhoods. 

ACO is based on the behavior of a group of artificial ants in search of a shortest 

path from the source to the destination. These artificial ants mimic real ants in na­

ture in search of food from the nest to the food source. The ants deposit a chemical 

substance called a pheromone that other ants can sense on their journey to the desti­

nation. The ants interact with each other and the environment using the pheromone 

concentration. As with any perfume, if not reapplied, the scent evaporates. As the 

ants travel, the longer paths lose their pheromone concentration diverting all ants to 

choose the shortest path. There are lots of similarities between mobile ad hoc network 

routing and ant behavior. A MANET environment is unstructured, dynamic and dis­

tributed like the ants environment. The foraging behavior of ants and the interaction 

behavior of MANET to deliver packets from source to destination is similar. The goal 

for both systems is to find the shortest path. 

ACO has been applied to many combinatorial optimization problems [3, 10, 23] 
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. In network optimization problems, ant based routing has been applied to static 

telecommunication networks [41]. Existing ant based routing protocols for MANETs 

[4, 5, 15, 17, 19] are very promising when compared to conventional routing algo­

rithms. They are more efficient, are more robust and are able to discover multiple 

paths. However, all of these protocols have scalability and control packet overhead 

problems due to the fact that each node has to keep in its routing table, the pheromone 

amount from all its neighbors to all other nodes in the network or to desired destina­

tions. If the number of nodes in the network is small, for example, less than 100, the 

table size is not of a concern. However, when the network size grows, the routing ta­

ble size of each node increases dramatically, which not only consumes a large portion 

of the mobile nodes' memory, but also costs a lot of computation power to retrieve, 

modify or insert a new record in the routing table. Consequently, end to end delay 

becomes large. 

We propose an ant based hybrid routing protocol for MANET based on the concept 

of zone routing framework. In our method, a node proactively maintains a routing 

table to all its internal nodes by periodically sending out forward ants within its zone; 

a node initiates a reactive route discovery procedure to send data to nodes beyond 

its zone. This is done again by forward ants. In our algorithm, unlike other ACO 

based algorithms, these forward ants will not flood the network, but will instead be 

directed to the destination by using the nodes' local routing table. Many routing 

algorithms based on ZRP have been studied in the literature as discussed in the 

next section. The algorithms are enhancements of ZRP and try to solve scalability 

and traffic overhead in large scale networks. Research in this area is still on going. 

However, using ACO with ZRP has not been considered. AntHocNet, though is a 

hybrid routing algorithm, is not scalable. This paper shows that ACO together with 

ZRP is highly scalable and provides good packet delivery performance for high and 

low mobility. 
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1.1 Contribution of the thesis 

• Develop a scalable hybrid routing algorithm based on zone routing framework 

and ant colony optimization algorithm 

• Simulate the algorithm to study the performance of the algorithm 

• Compare HOPNET to AODV 

• Compare HOPNET to AntHocNet 

• Compare HOPNET to ZRP 

• Use two different mobility models and study what impact these models have on 

performance 

The rest of the thesis is organized as follows: In the next chapter, we present 

a review of existing ad hoc routing protocols. In Chapter 3, we discuss Ant colony 

Optimization and we present an overview of some ACO routing protocols. In Chapter 

4, we explain the algorithm presented in this thesis followed by details of its perfor­

mance evaluation of the algorithm compared to AODV, AntHocNet and ZRP routing 

protocols in Chapter 5. Finally, in Chapter 6 and 7 respectively, we conclude the 

thesis and discuss future work. 



Chapter 2 

Ad Hoc Routing Protocols 

The IETF MANET Working Group has developed a number of protocols for mo­

bile ad hoc networks. As Figure 2.1 shows, these protocols can be generally classified 

into three groups: proactive, reactive and hybrid protocols. 

Routing Protocol 

Figure 2.1: Routing Protocols 

2.1 Proactive routing protocols 

Proactive routing algorithms can be classified as either link-state routing or dis­

tance vector routing algorithms. In this section, we give a brief introduction to these 

routing mechanisms. 

6 
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2.1.1 Link State Routing 

In link-state routing, every node keeps a complete view of the network topology 

at all times. Each node periodically broadcasts its outgoing link cost to every other 

node in the network and constructs a routing tree used to forward packets. Most of 

today's wired network routing algorithms [25, 7] use some variant of the link-state 

method. Link-state routing algorithms have very low response time when the upper 

layer application needs to send out data to its peers or to the other nodes since it 

has all the routing information about the network. However, this advantage is at the 

expense of a fairly large portion of network traffic being consumed by the exchange 

of control packets. For an ad hoc network, whose topology changes frequently, link-

state routing algorithms would spend most of the time constructing a routing tree 

to forward packets leading to a very inefficient algorithm. OLSR [7], TBRPF [28], 

FSR [31], STAR [14] are some link state routing protocols. 

Fisheye State Routing (FSR) 

Among these, FSR is regarded as the most efficient protocol. FSR attempts 

to reduce routing table update overhead while keeping a short response time. The 

network nodes are divided into different groups according to the number of hops 

needed between two nodes. The closer the groups are to a node, the more frequent 

are the node's corresponding link states propagated. This strategy makes the closer 

nodes be updated "constantly" for more accurate network topology information. For 

the distant nodes, the topology progressively becomes more accurate as the packet 

moves towards them. The advantage of FSR is that a considerable number of routing 

packets are eliminated, thus there is less control overhead. However, FSR is not 

scalable for large networks. The distant nodes have to wait a relatively long time 

before they get the updated link states. The nodes may therefore construct a routing 

tree with inaccurate information. This is disastrous for large networks. Furthermore, 

because each node has to store a complete network topology, a large part of the 

memory would be consumed as the network size grows. 
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2.1.2 Distance Vector Routing 

In a distance vector routing algorithm, each node keeps in its routing table an 

entry (vector), containing destination node, next hop, hop count and other metrics, 

for other node. Every node periodically broadcasts its routing table to its neighbors. 

The neighbors then compare the received routing table entries with those of their own 

routing table, modify their routing tables accordingly and recursively broadcast their 

routing tables to their neighbors. DSDV [33] and WRP [26] are protocols based on 

distance vector routing. 

Destination Sequenced Distance Vector(DSDV) 

DSDV [33] is essentially based on distributed BellMan Ford routing method, in 

the effort to eliminate the routing loop problem. In DSDV, each node maintains for 

each desired destination node an entry in its routing table, the table also keeps for 

each destination node a sequence number, which is originated from the destination 

node. Node broadcasts its routing table in two ways: increment damp and full damp. 

In order to save bandwidth, only these table entries that are changed after last full 

damp are broadcasted to the neighbors. When the increment damp increases to some 

point, a full damp will be broadcasted. After a node receive a route broadcast from its 

neighbor, it will first compare the sequence number of the broadcast packet with that 

of its routing table, if the sequence number in the broadcast packet is greater than the 

sequence number in its routing table, the node will modify its routing table according 

to the broadcast. If the sequence number is equal to that in its own routing table, 

the node will compare the metrics, only a better metric (less hops) in the broadcast 

will be accepted. In any other cases, the broadcast will be discarded. In this way, 

DSDV can make sure the route is loop free. 

Wireless Routing Protoco l (WRP) 

Shree Murthy and J.J. Garcia proposed a reliable, loop free proactive protocol-

Wireless Routing Protocol (WRP) [26]. In WRP, each node keeps four tables: dis­

tance table, routing table, link-cost table and Message Retransmission List (MRL) 
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table. Whenever a node receives a update message from its neighbors or detects a 

link change, it first modifies its routing table and distance table for the entries whose 

successor is the node that sends the update. Then the node sends out a update to its 

neighbour, meanwhile it adds a entry to its MRL table. MRL keeps logs of acknowl­

edge (ACK) indicating which neighbors have replied the receipt of update. For those 

neighbors which have not replied an ACK, the node retransmits a update to it. If 

the node can not receives ACK from its neighbor after a number of retransmissions, 

the node decides that the link to this neighbour has broken, hence, it delete the cor­

responding entries from its tables. If there is no update message or data packets to 

be sent out after a specific period, a node sends out hello message to its neighbours 

to let them know their connectivity with the node. Hello message is also used by a 

newly added node to notify other nodes in the network. Upon detecting a newcomer, 

a node sends to the newcomer all its routing tables. W R P avoids route cycle by 

adding the predecessor of each destination to the distance table. Through checking 

the consistency of predecessor information, the formation of temporary loops is pre­

vented. Although WRP has some good features like reliable transmission and loop 

free routing, the fact that each node has to keeps a large number of tables and each 

table increase to very large as the network size grows makes it infeasible for routing in 

MANET because it consumes a large part of system resources to manage these tables. 

Furthermore, the periodical hello messages sent out from every node can result in the 

network congestion in a mobile environment. 

Although proactive routing protocols have very low response time, broadcasting 

information to keep the nodes up to date on topology changes is a waste of bandwidth. 

In an ad hoc network, due to constant changes in network topology, proactive routing 

algorithms alone are not feasible since each node in the network has to be notified 

about the network topology changes by periodically broadcasting each node's routing 

table, even when some routes are never used. 
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2.2 Reactive Routing 

To reduce the control packet overhead, reactive routing protocols have been pro­

posed. With reactive routing algorithms, a node does not have to maintain routes 

to all other nodes constantly. Instead it finds a route to the destination on demand. 

An on-demand routing protocol usually consists of two phases: route discovery and 

route maintenance. In the route discovery phase, the source node sends out a route 

request packet (RREQ) to find a route to the destination node. When RREQ arrives 

at an intermediate node (not its destination), the node checks to see if it has a route 

to the destination and sends out a route reply packet (RREP) to the source if such a 

route is found. After the source receives the RREP, it begins to send out data packets 

using the newly created route. When a packet arrives at a node, and the link is found 

to be broken due to a node on the route moving away or due to node failure, route 

maintenance phase is initiated. In this phase, the node sends out an error packet 

to the source. Upon receiving the error packet, if the source still needs a route to 

the destination and does not have an alternative route to the destination, the source 

re-initiates a RREQ to find a new route. 

AODV [34], DSR [20], TORA [30] and ABR [42] are a few reactive routing pro­

tocols. 

Dynamic Source Routing(DSR) 

DSR uses the source routing method. Each node keeps in its cache a nodes routing 

sequence from the source to the destination. Unlike AODV, DSR does not record the 

route in a hop by hop fashion. DSR also supports asymmetric links. This is important 

for an ad hoc network because nodes in an MANET may have different transmission 

range which results in asymmetric links. DSR supports multiple routes which can 

reduce the response time because a source with multiple routes does not have to wait 

to find a new route to the destination due to link failures. 
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Ad hoc On-demand Distance Vector Rout ing(AODV) 

AODV is a well known reactive protocol. It is similar to DSR because it uses 

a modified route discovery mechanism. Its also maintains most recent routing in­

formation between nodes using the concept of destination sequence numbers from 

DSDV. 

When a source node needs a route to a destination for which it has no route 

information, it initiates a route discovery by broadcasts a route request (RREQ) 

packet to all its neighbours within the network. The neighbours in turn forward 

the RREQ to their neighbours after updating their information for the source node. 

A node receiving the RREQ may send a route reply (RREP) following the reverse 

path of the RREQ packet. If it is either the destination or if it has a route to 

the destination with corresponding sequence number greater than or equal to that 

contained in the RREQ. If not, it rebroadcasts the RREQ. Nodes keep track of the 

RREQ's source IP address and broadcast ID. If they receive a RREQ which they have 

already processed, they discard the RREQ and do not forward it. Once the source 

node receives the RREP, it may begin to forward data packets to the destination. 

The routing information of the source is updated if it receives a RREP containing a 

greater sequence number or contains the same sequence number with a smaller hop 

count for that destination. Active Routes are maintained by every node keeping track 

of its neighbours with the use of periodic broadcasts (hello messages). 

If a link break occurs in an active route, the upstream node of the break propagates 

a route error (RERR) message to the source node to inform it of the now unreachable 

destination(s). After receiving the RERR, if the source node still desires the route, 

it can reinitiate route discovery. AODV allows both unicast and multicast routing. 

Temporary Ordered Routing Algorithm (TORA) 

The Temporally Ordered Routing Algorithm (TORA) is a source-initiated loop-

free distributed routing algorithm based on the concept of link reversal. It provides 

multiple routes for any desired source/destination pair. TORA uses the concept of 

localization of control messages by limiting them to a very small set of nodes. 
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The protocol performs three basic functions of route creation, route maintenance 

and route erasure. In the route creation phase, nodes use a "height" metric to estab­

lish a directed acyclic graph (DAG) rooted at the destination. Thereafter, links are 

assigned a direction (upstream or downstream) based on the relative height metric 

of neighbouring nodes. In times of node mobility, the DAG route is broken, thus 

route maintenance phase is necessary to re-establish and recreate a DAG rooted at 

the same destination. In the route erasure phase, a broadcast clear packet (CLR) is 

flooded throughout the network to erase invalid routes. 

Associative-Based Rout ing(ABR) 

ABR's focus is on finding a long-lived path. ABR is similar to DSR in the route 

discovery phase, and similar to AODV in the data transmission phase which is done 

on a hop-by-hop basis. ABR is therefore a hybrid source routing and hop-by-hop 

routing protocol. ABR relies on nodes sending "Hello" messages to their neighbors 

to maintain a stable route. For an MANET, this mechanism will consume the node's 

energy and cause some level of network congestion. Furthermore, ABR depends 

heavily on a local repair mechanism which could contribute to not only long end to 

end delay but also more network control overhead. 

In summary, reactive routing produces less control overhead, thus increasing the 

packet delivery ratio and improving network efficiency. However, its response time 

could be very long. Furthermore, during the route discovery period, data packets 

may be dropped. Even worse, if nodes move frequently, the network spends most of 

its battery power to maintain its current routes. 

2.3 Hybrid Routing 

Zone Routing Protocol (ZRP) 

Hass et al. [16, 32] proposed a hybrid routing protocol called Zone Routing Pro­

tocol in an effort to combine the features of proactive and reactive protocols. In ZRP, 

each node proactively maintains an internal routing table of the link information of 
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nodes that are within a variable sized routing zone of radius T. A reactive routing 

protocol is used for finding paths outside of the node's zone. In ZRP, packets are 

broadcast within a node's zone thereby preventing control packets from flooding the 

network. The response time is fast for finding paths within its zone. For finding 

routes outside of the node's zone, the node sends a query packet to the border nodes 

of the zone. Selecting the zone radius T plays a very important role in ZRP's perfor­

mance. If T is set too small, a node has a very limited view about the network, which 

forces a node to send out route request packets frequently. Hence, the average delay 

time is too long making ZRP act much like a reactive protocol. On the contrary, if T 

is too large, a node has to maintain a large routing table. If the broadcast topology 

changes within its zone, a large portion of network traffic may be consumed by the 

control packets. 

Dynamic routing with group construction 

Chang and Hsu [6] proposed a cluster based routing approach using the character­

istics of the minimum connected dominating set approach proposed by Das et al. [8]. 

Each mobile node communicates its connectivity information with its neighbors and 

determines a dominating value that is either a positive or negative value. Based on the 

dominating value, these nodes are grouped into positive cluster or negative cluster. 

The positive cluster helps in maintaining the topology information of the network. 

This adaptive dynamic network construction algorithm proposed in the paper reduces 

message complexity and provides an efficient network update. However, in order to 

maintain the routing group and the low level cluster, the network control overhead 

would be very high. 

S H A R P 

Another hybrid routing protocol, SHARP, proposed by Ramasubramanian et al. 

[36] based on ZRP [16], finds a balance point between proactive and reactive rout­

ing by adjusting the degree to which information is propagated proactively versus 

the degree to which routing is discovered reactively. Unlike ZRP, SHARP adapts 
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to changing network characteristics and data traffic behavior. The protocol can be 

used as a purely reactive protocol in a quiescent network or be used as a purely 

proactive routing for hosts to which routes are in wide demand. SHARP uses ef­

ficient mechanisms to dynamically manipulate the radius of its routing zones. The 

proactive routing protocol in SHARP creates and maintains a directed acyclic graph 

rooted at the destination. The destination can vary the zone radius independently 

to achieve some application specific goals such as reducing packet overhead or de­

lay jitter. AODV is used as the reactive routing protocol of SHARP. Since SHARP 

enables application specific adaptation strategies, different destination nodes achieve 

different application specific goals potentially leading to large traffic overhead. 

Dynamic Hybrid Routing (DHR) 

DHR [29] proposed by Park and Van Voorst is a hybrid routing algorithm that 

uses location information. DHR maintains the location of all nodes in existing routes. 

This is done by creating a proactive zone around the path or route under question. 

The information about the path is restricted to nodes within the zone. The zones in 

ZRP are static while zones in DHR are dynamic. Once a path is no longer needed 

the zone is destroyed. The proactive zones in DHR reuse existing portion of paths to 

find routes to destinations faster. In ZRP, the zones are used to route packets along 

border nodes. These border nodes may not necessarily find a path faster and may 

increase control overhead. 

Independent Zone Routing Protocol (IZRP) 

As an enhancement to the ZRP framework, Samar et al. [39] proposed the IZRP 

(Independent Zone Routing Protocol) framework. In IZRP, unlike ZRP, different 

nodes may have different sized routing zones to provide a balance between proactive 

and reactive routing. IZRP is more similar to the cluster centric approach. The 

results indicate that IZRP reduces the routing traffic control by 60% compared to 

ZRP. However, the trade off between the overhead and the benefits of the IZRP 

scheme is not investigated. 
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Two Zone Routing Protocol (TZRP) 

Wang and Olariu [45] developed a two zone routing protocol based on ZRP. Each 

node maintains two zones, a Crisp Zone and a Fuzzy Zone. The size of these zones 

can be adjusted resulting in lower total running control overhead. The protocol 

bears some resemblance to FSLS/FSR [40] protocol. TZRP maintains a reactive 

component while FSLS does not. The results indicate that TZRP is more adaptive 

to high mobility when traffic locality holds. The paper claims that ZRP is a special 

case of TZRP. 

Virtual Backbone Routing (VBR) 

Recently, Liang and Hass [22] proposed the Virtual Backbone Routing (VBR) 

scheme that combines the philosophy of ZRP with hierarchical routing. VBR limits 

both proactive component to the local routing zones and reactive component within 

the virtual backbone (VB). It uses the Distributed Database Coverage Heuristic for 

backbone generation and maintenance and also for dynamic local zone construction 

and maintenance as the network topology changes. A node can join or leave the VB 

at any time depending on the movement of nodes and changes in the link topology. A 

VB node serves as a database queried by source nodes for the link-state information 

of nodes within the zone. When a node wants to communicate with another node 

outside its zone, it sends a query to its nearest database (VB node). If the route is 

not found in the database, the node broadcasts the route query to all other databases 

through the virtual links between the VB nodes. After receiving the route query, a 

database whose routing zone contains the destination, sends a route reply, through 

the reversed VB path and back to the query originating database. Each database 

along the way computes the best route segments that it can see within its zone and 

appends them to the route reply packet. Route queries are always directed to certain 

locations in the network, avoiding flooding in the network. This reduces the overall 

control traffic in the network. However, high node mobility in the network may pose 

a problem due to the operations that have to be performed to regenerate the VB. 

Furthermore, the reactive component tends to transmit a lot of control traffic. 



Chapter 3 

Ant Colony Optimization 

Swarm Intelligence is a problem solving approach inspired by the social behaviour 

of insects and other animals. In particular, ants have inspired the development of a 

general purpose optimization techniques known as Ant Colony Optimization (ACO). 

The ACO approach is based on the foraging behaviour of some ant species. Many 

researchers have shown particular interest in how ants are able to find shortest routes 

between their nest and food sources. Studies into this phenomenon has revealed that 

this is achieved by ants communicating indirectly by modifying their environment, 

this process is known as stigmergy. In the stigmergic process, the ants move to 

and from a food source, depositing on the ground a chemical substance known as 

pheromone. Other ants perceive the presence of this substance and tend to follow the 

path where the pheromone concentration is higher. Through this mechanism, ants 

are able to transport food to their nest in an effective way. 

In ACO, a number of artificial ants build solutions to an optimization problem and 

exchange information on their quality via a communication scheme that is reminiscent 

of the one adopted by real ants [24]. 

3.1 Behaviour of real ants 

Figure 3.1 is an example of an experimental setting. There is a path along which 

ants are walking for example from the nest A to food source E and vice versa (Figure 

16 
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3.1a). Suddenly, an obstacle appears and the path is cut off. Then at position B, the 

ants walking from A to E, or at position D, those walking in the opposite direction 

have to decide whether to turn right or left (Figure 3.1b). The choice is influenced 

by the intensity of the pheromone trails left by preceding ants. A higher level of 

pheromone on the right or left path gives ants a stronger stimulus and thus a higher 

probability to turn right or left. The first ant reaching point B or D has the same 

probability to turn right or left as there was no previous pheromone on the two 

alternative paths. Because path BCD is shorter than BHD, the first ant following it 

will reach D before the first ant following BHD (Figure 3.1c). 

• ) *>) c> 

a)Ants follow a path between points A and E. 

b)An obstacle is interposed; ants can choose to go around it following one of the two 

different paths with equal probability. 

c)On the shorter path more pheromone is laid down 

Figure 3.1: ants facing an obstacle in their path [11] 
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The result is that an ant returning from E to D will find a stronger trail on 

path DCB caused by the half of all the ants that by chance decided to approach 

the obstacle via DCBA and by the already arrived ones coming via BCD: they will 

therefore prefer in probability path DCB to path DHB. As a consequence, the number 

of ants following path BCD per unit of time will be higher than the number of ants 

following BHD. This causes the quantity of pheromone on the shorter path to grow 

faster than on the longer one, and therefore, the probability with which any single 

ant chooses the path to follow is quickly biased toward the shorter one. The final 

result is that all ants will quickly choose the shorter path[11]. 

3.2 ACO Algorithms 

Different ant colony optimization algorithms have been proposed. The very first 

published algorithm is known as the Ant System [11]. This paper introduces an 

optimization techniques based on ant behaviour and describes solutions for solving 

the Travelling Salesman Problem (TSP). In the TSP solution, an ant is placed on 

each city and it traverses from its current city, visiting other cities only once and 

returning to its origin when a tour is completed. The ants deposit pheromone on the 

edges connecting each city as they journey on. The pheromone concentration on the 

edges is constantly adjusted so that pheromone on unused edges eventually evaporate 

completely. 

This work led to the development of a number of ACO algorithms with good 

results in their applications. Figure 3.2 is a non- exhaustive list of successful ant 

colony optimization algorithm in chronological order. 

3.3 Application of ACO 

There are numerous successful implementations of the ACO meta-heuristic and 

they have been applied to a number of different combinatorial optimization problems. 

Examples of applications to static combinatorial optimization problems are: 
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• Traveling Salesman P r o b l e m , where a salesman must find the shortest route 

by which he can visit a given number of cities, each city exactly once. 

• Q u a d r a t i c Ass ignment P r o b l e m , the problem of assigning n facilities to n 

locations so that the costs of the assignment are minimized. 

• Job -Shop Schedul ing P rob lem, where a given set of machines and set of job 

operations must be assigned to time intervals in such a way that no two jobs 

are processed at the same time on the same machine and the maximum time of 

completion of all operations is minimized. 

• Vehicle R o u t i n g P rob lem, the objective is to find minimum cost vehicle 

routes such that: 

1. Every customer is visited exactly once by exactly one vehicle; 

2. For every vehicle the total demand does not exceed the vehicle capacity; 

3. The total tour length of each vehicle does not exceed a given limit; 

4. Every vehicle starts and ends its tour at the same position. 
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Figure 3.2: LIST OF some SUCCESSFUL ANT COLONY OPTIMIZATION AL­
GORITHMS [24] 
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• Shortest Common Super sequence Problem, where - given a set of strings 

over an alphabet - a string of minimal length that is a super sequence of each 

string of the given set has to be found (a super sequence S of string A can be 

obtained from A by inserting zero or more characters in A). 

• Sequential Ordering Problem, which consists of finding a minimum weight 

Hamiltonian path 2 on a directed graph with weights on the arcs and on the 

nodes, subject to precedent constraints among the nodes. 

• Graph-Coloring Problem, which is the problem of finding a coloring of a 

graph so that the number of colors used is minimal [1]. 

Another application is in communication networks, in particular on routing prob­

lems, where the problem is how to direct data traffic. There are a number of existing 

applications in this area as discussed in the next section. 

3.4 Ant Colony Optimization Routing Protocols 

This section explains some of the existing ant-based routing algorithms beginning 

with the very first algorithms to use Ant Colony Optimization methods to solve 

routing problems. The algorithms presented are for wired and wireless networks. 

AntNet and ABC [4, 41] are among the earliest algorithms that use Ant Colony 

Optimization methods to solve routing problems for wired network. Both are proac­

tive algorithms. AntNet uses two ants, forward and backward ants to find the shortest 

route from the source to the destination. The forward ant searches for the route from 

the source to destination, while the backward ant changes the status of the links by 

increasing the pheromone concentration on the links along the path. ABC, which is 

also similar to AntNet is considered to be more efficient since the algorithm uses less 

control overhead packets. 

ARA [15] (Ant Colony based Routing Algorithm) proposed by Gunes et al. is 

one of the first ACO algorithms for finding routes in mobile ad hoc networks. It is a 

reactive algorithm which consists of three phases: route discovery, route maintenance 
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and route failure handling. Forward and backward ants are used in the route discovery 

phase. The route maintenance phase does not use any specialized ants, but rather 

uses data packets to maintain the route between the source and destination. If the 

source receives a route failure notification, the source re-initiates a route discovery 

phase. ARA paved the way for many more ant colony optimization algorithms for 

MANETs since it is not scalable and does not detect cycles. 

ARAMA [17] is a proactive routing algorithm. The main task of the forward ant 

as in other ACO algorithms for MANETs is to collect path information. However, in 

ARAMA, the forward ant takes into account not only the hop count factor, as most 

protocols do, but also the links local heuristic along the route such as the node's 

battery power and queue delay. ARAMA defines a value called grade. This value is 

calculated by each backward ant, which is a function of the path information stored 

in the forward ant. At each node, the backward ant updates the pheromone amount 

of the node's routing table, using the grade value. The protocol uses the same grade 

to update pheromone value of all links. The authors claim that the route discovery 

and maintenance overheads are reduced by controlling the forward ant's generation 

rate. However, they do not clarify how to control the generation rate in a dynamic 

environment. 

Islam et al. [19] propose an on demand routing algorithm called source update 

algorithm. The routing update scheme in this algorithm solves the all pair shortest 

path problem unlike other protocols which solves the single source shortest path 

problem. The algorithm uses an exploration technique instead of an exploitation 

technique and detects cycles. The disadvantage of this algorithm is that it does not 

scale well for large networks. 

AntHocNet is a hybrid ant based routing protocol proposed by Di Caro[5] in the 

effort to combine the advantages from both AntNet and ARA. AntHocNet reactively 

finds a route to the destination on demand, and proactively maintains and improves 

the existing routes or explore better paths. 

In AntHocNet, each ant maintains a list of nodes it has visited to detect cycles. 

The source node sends out forward ants and when it receives all the backward ants, 

one generation is completed. Each node i keeps the identity of the forward ants, the 
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path computation (number of hops) of the ant from the source to node i, and the 

travelling time the ant visited node i. Note that more than one ant may have reached 

node i and therefore the identity of the ant is important. When an ant arrives at a 

node, the node checks the ant's path computation and the travelling time it reached 

node i. If the path computation and time are within a certain limit of those produced 

by another ant of the same generation then the ant is forwarded. Otherwise, the ant 

is discarded. 

In case of a link failure at a node and no alternative paths are available, the 

node sends a reactive forward ant to repair the route locally and to determine an 

alternative path. If a backward ant is received for the reactive forward ant, the data 

packets are sent along the newly found path and all its neighbors are notified about 

the change in route. Otherwise, the node sends a notification to all its neighbors of 

the lost destination paths which in turn initiates forward ants from the neighbors. 

In the literature, AntHocNet is considered a well known hybrid algorithm. How­

ever, route maintenance is expensive with the reactive forward ants flooding the 

network. Each node keeps a table with all possible destination routes which leads to 

scalability problems. 



Chapter 4 

Hybrid Ant Colony Optimization 

Algorithm 

In this chapter, we explain our new algorithm known as HOPNET (Hybrid Ant 

Colony Optimization Algorithm), which is a hybrid routing algorithm for MANETs 

based on ACO. 

The HOPNET algorithm consists of local proactive route discovery within a node's 

neighborhood and reactive communication between the neighborhoods. The network 

is divided into zones which define the nodes' local neighborhood. The size of the zone 

is not determined locally but by the radius length measured in hops. Therefore, a 

routing zone consists of the specified node and all other nodes within the specified 

radius. A node may be within multiple overlapping zones and zones could vary in 

size. The nodes can be categorized as interior and boundary (or peripheral) nodes. 

Boundary nodes are at a radius distance from the central node. All other nodes less 

than the radius are interior nodes. 

In Figure 4.1, if the radius of the zone is 2 then for node S, nodes A, D, F, G are 

boundary nodes, and nodes B,E,C are interior nodes. All other nodes are exterior 

nodes (outside the zone). To construct a zone, a node, and determining border nodes, 

a node needs to know its local neighbors. This is achieved by a detection process based 

on internal forward ants and internal backward ants transmitted by each node. 

23 
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4.1 Routing Table 

Each node has two routing tables: an Intrazone Routing Table (IntraRT) and an 

Interzone Routing Table (InterRT). The IntraRT is proactively maintained so that 

a node can obtain a path to any node within its zone quickly. This is done by 

periodically sending out forward ants to sample paths within its zone and determine 

any topology changes (such as nodes moving away, link failures, new nodes entering 

the zone, etc.). Once a forward ant reaches a destination, a corresponding backward 

ant is sent back along the path discovered. The InterRT stores the path to nodes 

beyond the node's zone. This source routing table is set up on demand when routes 

outside a zone are required. The peripheral nodes of the zone are used to find routes 

between zones. 

4.2 Route Discovery 

This section explains the route discovery process within a zone and between zones. 

Route Discovery within a zone Route discovery within a zone is accomplished 

by using an intrazone routing table, IntraRT. 

A node sends out internal forward ants periodically to all its neighbors to maintain 

the IntraRT. Note that we distinguish between an internal forward ant that is used 

within a zone and an external forward ant that is sent between zones. The size of the 

Figure 4.1: Example of Route Creation 



Chapter 4: Hybrid Ant Colony Optimization Algorithm 25 

IntraRT table is the degree of the node times all the nodes within its zone. The rows 

indicate the neighbors of nodes which are one hop away and the columns represent 

all the nodes in the zone. There are four elements in the routing table for a particular 

{row, column) pair: <pheromone, times visited, hops, SeqNO>. Pheromone is the 

amount of pheromone concentration on the link, times visited indicates the number 

of times the link has been visited by the ants, hops is used to indicate the number 

of hops between the node and nodes within its zone, SeqNO is used to prevent the 

same forward ant from updating the routing table repeatedly. Note that the hops 

field helps to distinguish between a peripheral node and an internal node. That is, if 

hops is equal to the zone's radius T, then the node in the corresponding column is 

an peripheral node, otherwise it is a internal node. 

The data structure carried by each ant contains Source, Destination, SequenceNO, 

Type, Hops, Path and Time. Each ant is tagged with a sequence number, stored under 

SeqNO in the table, to uniquely identify the ant's generation and avoid duplication 

of packets from a node. The Source field stores the source node address; Destination 

field stores the destination address. This field is left blank for internal forward ants 

and stores the destination node's address for external forward ants. Source and 

destination nodes incrementally generate a sequence number SequenceNO each time 

forward ants or backward ants are sent out. The pair {Source, SequenceNO) can 

uniquely identify the ant's generation; There are five types of ants. This is indicated 

in the Type field. 0 for internal forward ant, 1 for external forward ant, 2 for backward 

ant, 3 for notification ant and 4 for error ant. The Hops field indicates the number 

of hops a forward ant can move. For internal forward ants, the zone radius is used 

and for external forward ant, we leave this field blank. Path represents the sequence 

of nodes between source and destination. The Path field has the ant travelling time 

since it left the source node. 

When a source node S wishes to send data to a destination D, it first looks up 

the columns of its IntraRT to see if the destination lies in its zone. If it finds the 

destination in its IntraRT, then the route discovery process is finished. Note, if the 

destination is within a zone, there will always be a route to the destination since the 

IntraRT is proactively maintained. The pheromone (ip) update and node selection 
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procedure are given below. 

When an ant selects a node Vj as its next hop node from Vi, the ant moves to node 

Vj and the pheromone update is as follows for entry (vi,S) in i>/s routing table [19], 

where S is the source node. 

V(Vi,VS) = V(Vi,VS) + —; — — r (4.1) 

Here e is a run time parameter provided by the user, T is the total time of the path 

traversed by the ant and w is the time period on each edge. On all other nodes in 

column S, the pheromone value is decremented by 

(p(vl,vs) = (l-E)<p(vl,vs),Vl?i (4.2) 

where E is the evaporation rate of the pheromone. E is a variable parameter also 

provided by the user. Since the source column in the routing table is updated, this 

is called a source update technique. Each ant also updates the total time of the path 

just traversed as T(vs,Vi) + w(vi,Vj). 

On its way back to the source, an ant again updates the pheromone concentration. 

However, the ant updates it for the destination column. It uses the Path to backtrack 

to the source. For example, an ant at node Vk traveling backwards from node vb looks 

at the rows of v^s neighboring nodes and column D. The pheromone concentration 

update for entry (vb, VD) is : 

V(Vb,VD) = <p(Vb,VD) + 7p (4"3) 

where T" is T(vk,V£>) — T(vk,Vb)- This emphasizes more pheromone concentration on 

the path that is closer to the destination. All other neighboring node's pheromone 

concentration in column D are decremented as above (equation (2)). 

Route Discovery between zones The interzone routing table, InterRT, is used 

when a node fails to find the destination within its zone (i.e. in its IntraRT table). 
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The InterRT table consists of four fields: Destination, SeqNo, Path and Expire. The 

path (stored in the Path field) to a destination (Destination) is stored in the table 

for a certain period of time as indicated in the Expire field. When a source wishes to 

send data packets to a destination out of its zone, it checks the InterRT to determine 

if a route has already been discovered by a previous ant recently. If the path has 

not expired, the node immediately sends out packets along the nodes indicated in 

the Path field. That is, the packet can be "self-directed" to the destination along 

the path. Otherwise, the node sends external forward ants to find a path to the 

destination. 

The external forward ants are first sent by the node to its peripheral or border 

nodes. This is easy to do, since the IntraRT keeps updated path information for all 

the nodes within its zone which also includes the border nodes. At the boundary, 

the peripheral nodes check to see if the destination is within its zone by searching 

for the destination or path in its IntraRT table or InterRT table if the destination 

is outside the zone. If the destination is not within its zone or if the path has 

expired, the ants are forwarded to next zones via the other peripheral nodes within its 

zone. This process continues until the destination is found. Note that the sequence 

number of the ants allows duplicate ants to be discarded. At the destination, the 

sequence number of a forward ant just received is compared with the sequence number 

indicated in the InterRT table for destination. If the former is greater, then the 

forward ant is converted to a backward ant (type field changes from 1 to 2) in the 

ant's data structure. The backward ant inherits the path stored in the forward ant's 

data structure and traverses back to the source. On the other hand, if the sequence 

number of the forward ant is less or equal to the sequence number stored in the 

InterRT table for the destination, the ant dies since the smaller sequence number 

indicates that either the ant is outdated or the same sequence number indicates that 

another ant of the same generation has already passed through this node. When the 

backward ant reaches the source, the source node inserts a record in its InterRT table 

for the destination using the path obtained from the backward ant. The source then 

sends the packet along the path to the destination. 

An example of route discovery between zones is given below using Figure 4.1. 
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Assume the source, S wants a route to the destination, T. Since T does not belong to 

5's zone, S will send an external forward ant to its peripheral nodes A, D, F and G 

using the route indicated in its IntraRT table. When the ant arrives at nodes A, G and 

F, these ants will die because these peripheral nodes do not have any neighbors to send 

the packet out. Node D, first looks through the IntraRT table to check if T is within its 

zone. In this example, T will not be in the table. Therefore, D will send the ant to its 

peripheral nodes K and M. Note that D will not send the ant to the other peripheral 

nodes S and A because the ant comes from C, which would discard any ants that are 

sent back to it. This is a routing overhead control mechanism. This mechanism will 

help the ant to be directed away from the source node. The mechanism prevents the 

ants flooding across the entire network. D appends its address to the Path field and 

sends the ant to its border nodes M (<S,D,M>) and K(<S,D,K>). Similarly, M can 

not find T in its zone. Node M, therefore, sends the ant to its peripheral nodes Q, U 

and R. Both U and R find the destination node T within their zone. U and R then 

send forward ants with their appended addresses to node T via the path indicated in 

the path field of node T in the IntraRT table. 

The backward ant traverses in the reverse direction (for example, <T,U,M,D,S>) 

to the source S from the destination T with the type field in the data structure 

changed from 1 to 2. 

Note that my HOPNET algorithm is able to find multiple paths from a source to 

a destination. 

4.3 Route Maintenance 

A route can be invalid due to nodes along the route moving away or a link being 

otherwise broken. If the damaged route is an internal one within a zone, it will recover 

after a short period because the IntraRT is proactively maintained. If an interzone 

route is invalid, the upstream node of the broken link will conduct a local repair 

procedure, trying to find an alternative path to the destination while buffering all the 

packets it receives. If the node successfully finds a new path to the destination, it will 

send all the buffered packets to the destination via the newly found route. Meanwhile, 
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a notification ant will be sent to the source to let the source node know about the 

change of route. All nodes on the path that the notification ant visits will update 

their interzone routing table (InterRT) to remove any invalid routes. The source will 

replace the related path with the Path value in the notification ant. 

Figure 4.2 shows an example of local repair procedure. When link between O and 

U fails, O finds an alternative route to T via node R. So all data packets will be sent 

through this newly found route to T. Meanwhile, O sends a notification ant to S to 

announce the change of the route. 

Figure 4.2: Example of Local Repair Procedure 

If such an alternative path can not be found, an error ant will be sent to the 

source node. After receiving the error ant, if the source node still needs a route to 

the destination, it will initiate a new forward ant to attempt to find a route to the 

destination following the route discovery procedure described in the previous section. 

Figure 4.3 explains the route rediscovery procedure. After the upstream node M 

detects that the link between M and O fails, M first attempts to repair the route to 

T by sending a forward ant to T. However, M can not receive a backward ant from 

T after a period of time, so it sends an error ant to S to notify the failure of the link 

on the route. If S still needs a route to T, it will re-initiate a route discovery process 

as described in the previous section. 
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Figure 4.3: Example of Route Rediscovery 



Chapter 5 

Performance Evaluation 

5.1 Simulation Environment 

Our implementation is done using GloMoSim (Global Mobile Information System 

Simulator) [47, 27]. GloMoSim is a scalable simulation environment for large wireless 

and wired communication networks, it uses a parallel discrete-event simulation capa­

bility provided by Parsec[2]. GloMoSim is built using a layered approach, similar to 

the OSI seven layer network architecture. GloMoSim has several models available at 

each layer. Our algorithm is implemented in the network layer. 

The node aggregation technique is introduced into GloMoSim to give significant 

benefits to the simulation performance. Initializing each node as a separate entity 

inherently limits the scalability because the memory requirements increase dramati­

cally for a model with large number of nodes. With node aggregation, a single entity 

can simulate several network nodes in the system. Node aggregation technique im­

plies that the number of nodes in the system can be increased while maintaining 

the same number of entities in the simulation. In GloMoSim, each entity represents 

a geographical area of the simulation. Hence the network nodes which a particular 

entity represents are determined by the physical position of the nodes [47]. 

31 
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5.2 Simulation Setup 

We evaluate our algorithm in a number of simulation scenarios. The test scenarios 

are obtained by varying specific parameters in a base scenario. We compare the 

performance of our algorithm to one of the most important state-of-the-art protocols, 

AODV, supported in GloMoSim. In the base scenario, 50 nodes are randomly placed 

in a rectangular area of 3000x1000, they move according to the random way point 

mobility model(RWP) [21]. In this model, each node selects a random destination 

within the simulation area and move in a speed uniformly distributed between Om/s 

and the maximum speed of lOm/s. The node travels towards the new destination and 

upon arrival it pauses for the specified time period and then proceeds as previously 

described. Simulations were run for a total of 900 seconds each time. The data traffic 

was generated by 20 constant bit rate (CBR) sources, with sending rates of single 

64-bytes every 3 seconds. We use the 802.11 protocol at the MAC layer. The radio 

propagation range is set to 250 meters and the data rate is 2 Mbit/s. This base 

scenario is used for the experiments unless otherwise indicated. 

5.3 Performance Metrics 

The performance of the algorithm is measured using the following metrics; 

• End to end delay - is the average time it takes for a data packet to travel from 

source node to destination node. 

• Delivery ratio - is the total packet received by the destination node divided by 

the total amount of packets sent by the source node. 

• Control Overhead - is the total amount of control packets divided by the data 

packets that were received. 
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5.4 Experimental Results 

Figure 5.1 shows the end to end delay of HOPNET in comparison to AODV 

protocol. HOPNET produces better end to end delay results than AODV. This is 

attributed to the zone framework and the local intrazone routing table and interzone 

routing table. The intrazone table proactively maintains all the routes within its zone 

and interzone stores the the path to the destination that the ants recently visited. 

These tables contribute to fast end to end packet transmission since the paths are 

readily accessible. The evaporation rate also contributes to the paths. In HOPNET, 

we can adjust the evaporation rate. If the evaporation rate is too slow such as 10%, 

the simulation results indicate the ants travel in a cycle. 
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Figure 5.1: End to End Delay 

We found the evaporation rate of 20% to 25% to be suitable for our algorithm. By 

adjusting the evaporation rate of pheromone on the links, the ants can traverse on the 

links or ignore the links by decrementing the pheromone concentration. The evapo­

ration rate helps in discarding links that are broken. These reasons allow HOPNET 

to produce better end to end delay results. 

Figure 5.2 shows the figure for delivery ratio for HOPNET and AODV. There are 

two reasons an intermediate node will not be able to deliver packets: the pheromone 

concentration along the neighboring links is zero or the node has moved away. In the 
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latter case, the upstream node of the broken link will conduct a local repair procedure, 

trying to find an alternative path to the destination while buffering all the packets 

it receives. If the node successfully finds a new path to the destination, it will send 

all the buffered packets to the destination via the newly found route, meanwhile, a 

notification ant will be sent to the source to let the source node know the change of 

route. In the former case, the ants cannot select any links to travel if all their links, 

upstream and downstream are zero, the data packet is dropped at that node, hence 

higher delivery ratio in AODV than HOPNET. 

Figure 5.2: Delivery Ratio 

Note that as the network size increases and with more neighbours for a node, the 

delivery ratio for HOPNET is better than AODV. This is because the ants can choose 

from multiple paths rather than a single path as in AODV. 

Figure 5.3 shows the control overhead of HOPNET and AODV. AODV is a pure 

reactive protocol. HOPNET is proactive within a zone. The control packets are 

periodically sent out within a zone to maintain the routes in the zone. This is a 

major contributing factor to the overhead in HOPNET. As the network size increases 

with more neighbours for a node, the node has more choices for paths to destination 

and therefore, the routes between zones has multiple paths. This is seen in the figure 

for nodes larger than 30 and is better than AODV. 
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Figures 5.4, 5.5 and 5.6 show the end to end delay, delivery ratio and overhead 

respectively for various network sizes and zone radius. As the network size increases 

and radius increases, we see that the end to end delay in figure 5.4 is less, for exam­

ple node 200, radius 4. This is because the algorithm starts to behave proactively 

accommodating a lot of nodes within one zone. 

For nodes 200 and 100 after radius of 3, the delivery ratio in figure 5.5 increases. 

In this case, the network is dense and the ants are able to find multiple paths. On 

the other hand, for nodes less than 100 as the radius increases, we see from the figure 

that the delivery ratio decreases. This is because there is not many multiple paths 

for smaller networks. 

As the zone radius increases for large networks, the overhead in figure 5.6 is also 

high. This is due to the congestion of the network with more neighbours and thereby 

sending more ants to keep the tables updated. 

The next few experiments are comparison results between AntHocNet and HOP-

NET. AntHocNet [5] is a hybrid ant based routing algorithm that reactively finds 

a path to the destination on demand and proactively maintains and improves the 

existing routes. It is not based on the ZRP framework as HOPNET. In HOPNET, 

we form zones (or clusters) among the nodes and each node proactively maintains a 
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routing table to all its internal nodes within a zone. A node initiates a reactive route 

discovery procedure for paths outside its zone. Though HOPNET is also a hybrid 

algorithm involving reactive and proactive protocols, it is based on cluster or zone 

formation unlike AntHocNet. This approach provides better scalability. 

We compare HOPNET with AntHocNet in the next few figures. We used the 

same simulation set up used in AntHocNet [5]. AntHocNet also uses the random 

way point mobility model as HOPNET. The base scenario is as follows: the area is 

1500X300 with 50 nodes randomly placed in this area with maximum speed of 20m/s 

and simulation time of 900 seconds and pause time of 30 seconds. Similar to the work 

in [5], we used different test scenarios derived from the base scenario by changing 

some of the parameters. 

Figure 5.7 shows the delivery ratio by increasing the simulation area. The simu­

lation area is increased from the base scenario of 1500x300 m2 to 2500x300 m2. As 

the authors [5] indicate, progressively extending the long side of the simulation area, 

makes the paths longer and the network sparser. We notice from the figure that 

HOPNET gives a slightly lower delivery ratio than AntHocNet. This we attribute to 

using a constant zone radius of 2. Though the network becomes sparse, combining 

the nodes into zones with a zone radius of two allows better route maintenance of 

1.8 -1 

1.5 -

1.2 • 
9 
T 
•a 0.9 • 
UJ 

UJ 

0.6 • 

0.3 • 

E2E Delay V ia Zone Radius and Network Size 

_ _ ^ _ 

—- --- """ "— —̂  

^"'"*-----_._ 

2 3 4 5 

Zone Radius 

-*©fllo<les:20 

- 5 0 

100 

200 

Figure 5.4: End to End Delay with Various Zone Radius 



Chapter 5: Performance Evaluation 37 

paths and route discovery. The ants hop from one zone to another zone rather than 

one node to another node as in AntHocNet. The information obtained about the 

paths within a zone is maintained within a zone in one central place and therefore, 

accessibility and route discovery by the ants is faster. This we think is the reason 

for not producing a degrading delivery ratio performance for HOPNET compared to 

AntHocNet. 

Figure 5.8 illustrates the results due to the mobility of the nodes by varying the 

pause time from 0 and 900 seconds. At pause time 0 the nodes move constantly, and 

as we increase the pause time to 900 seconds, all nodes are static. This figure shows 

a similar trend as in the previous figure. For nodes with less mobility with longer 

pause times, the delivery ratio for HOPNET is comparable to AntHocNet. We notice 

that for high mobility from 0 to 10 seconds, HOPNET produces better delivery ratio 

than AntHocNet. However, as the mobility changes from 20 to 70 seconds, we see 

that the delivery ratio for HOPNET decreases then picks up after 70 seconds and 

is stable at higher pause times once the nodes become stable. AntHocNet on the 

other hand, increases the delivery ratio from 10 to 30 seconds and then decreases 

again until it reaches 70 seconds. The reason for the stability at higher pause times 

and better delivery ratios at low mobility is due to the zone radius which is set to 

Data Delivery Ratio 
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Figure 5.5: Delivery Ratio with Various Zone Radius 
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two. The authors [5] do not compare the overhead incurred by their algorithm in 

comparison to AODV. We speculate that since AntHocNet needs to sample the route 

constantly unlike HOPNET, which maintains within the zone, AntHocNet would 

produce substantial overhead. 

Since HOPNET produces a comparable delivery ratio for high mobility (0 to 10 

seconds) and from 70 seconds and beyond, we wanted to test our hypothesis that 

HOPNET may perform better if we increased the zone radius. Figure 5.9 illustrates 

the results for zone radius 4. Figure 5.10 shows the comparison for radius 2 and 4. 

The results show that the fluctuation we noticed from 20 to 70 seconds in Figure 5.8 is 

not seen in Figure 5.9 and is steady. Between 70 and 400 seconds, HOPNET outper­

forms AntHocNet. AntHocNet though does slightly better between 20 seconds and 

30 seconds, the results fluctuate for high mobility and is not steady. This is because 

of the rapid moving nodes that cause an existing route to be invalid, and AntHocNet 

may happen to find an alternative route to the destination while HOPNET also finds 

an alternative route, and the source node has to update its internal routing table and 

create route for destination beyond its zone, which may lead to some packets getting 

dropped. However, as we can see, with the increase in pause time, HOPNET out­

performs AntHocNet because most destination may fall into the source node's zone, 

Figure 5.6: Overhead for various Zone Radius 
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thus data packets are sent out to the destination immediately since the algorithm has 

a good route maintenance policy. For those packets that are to be sent out of the 

zone, they are directed to the border node quickly. If the network is static (pause 

time = 900), HOPNET achieves 97.09% data packet delivery ratio. On the contrary, 

in AntHocNet, data packets may collide with its ongoing sampling control packets 

which get dropped due to its network congestion. 

Figure 5.11 shows the scalability results of AntHocNet and HOPNET. As per 

the discussions in [5], starting from 50 nodes in a 1500x300 m2 area, we multiply 

the terrain edges by a scaling factor and the number of nodes by the square of this 

factor, up to 200 nodes in a 3000x1000m2 area. We notice that HOPNET scales 

extremely better than AntHocNet. The advantage of HOPNET in terms of delivery 

ratio increases in comparison to AntHocNet. The size of the network has very little 

impact on the routing algorithm. It is here that HOPNET shows its strength. 

The experiments above indicate that HOPNET scales extremely well and is more 

advantageous in terms of packet delivery ratio in comparison to AntHocNet. The 

network size has no effect on the packet delivery ratio. If we increase the zone radius 

we noticed that the packet delivery ratio was stable for both high and low mobility. 
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These experiments illustrate the strength of HOPNET's zone routing protocol. The 

zone routing framework together with an ant based routing algorithm is well suited 

for mobile ad hoc networks. 

The next set of experiments were done using the Random Drunken model. In this 

model, each node moves independently with the same average speed and continuously 

within the region without pausing at any location. It changes direction after every 

unit of distance. The model can provide us with knowledge of HOPNET performance 

in an environment where nodes change directions very quickly but links stay relatively 

stable [46]. The simulation setup is the base scenario presented for the experiments 

using the random way point model at the beginning of the experimental section. 

Figure 5.14 shows the performance results of HOPNET with AODV in terms of 

delivery ratio. As can be seen, the HOPNET and AODV perform the same from 10 

to 50 nodes, and beyond 50 nodes, HOPNETs performance exceeds that of AODV. In 

the random drunken model, the nodes are continuously moving. When the number 

of nodes is small, some of the nodes which act as border nodes, move away. This 

implies that HOPNET has to perform route maintenance continuously for routes not 

within its zone and therefore the packet delivery ratio drops at node 50. On the other 
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hand when the number of nodes is large, the border nodes, though they move, are 

still within the vicinity of their zones and the designated routes exist limiting the 

need for determining a new route. In AODV, when nodes move, route maintenance 

has to be done to find new routes by broadcasting and therefore the delivery ratio 

steeps low. This experiment emphasizes that bordercasting plays a significant and 

important role in high packet delivery ratio when nodes are on the move. 

Figure 5.13 presents the overhead. When the number of nodes is small, as we ex­

plained above, when the border nodes move, new border nodes have to be determined 

and new routes have to be recalculated increasing the overhead in the system. As 

the number of nodes increase, the nodes are within its own zone and finding the new 

border nodes is not necessary thereby decreasing the overhead. 

Figure 5.12 shows the end to end delay experienced by HOPNET and AODV. 

The end to end delay for HOPNET decreases as the number of node increases ac­

tually producing better packet delivery ratio and less overhead as the figures above 

emphasize. This is again due to bordercasting and as the nodes space gets dense the 

destination nodes are within their zones. The source node can route its packet to the 

destination without delay. 
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Figure 5.15 shows the comparison between HOPNET and ZRP. The simulation 

setup is 5000x1250 m2 with speed 20m/s and the number of nodes is 200. Transmis­

sion range is 250m and it uses random way point model and the nodes are uniformly 

distributed. This base scenario is obtained from [45]. When the zone size is small (1 

or 2), the reactive and proactive algorithm work together to find a route to the des­

tination outside the zone. We use ant colony optimization in the reactive algorithm 

therefore the number of control packet decreases. When the zone radius increases, 

the proactive part of the algorithm will have more input into the overall performance 

of the algorithm. ZRP uses link state routing protocol within the zones while we use 

ACO. Link state routing produces more overhead as can be seen in the figure. This 

experiment emphasizes that importance if ACO in HOPNET. 
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Routing Overhead 

10 20 30 50 100 150 200 

Numbei of Nodes 

HOPNET 

AODV 

Figure 5.13: Routing Overhead with Random Drunken Model 

0.9 • 

o 
TO 

* 0.7-

0.5 -

Data Delievery Ratio 

v.... 

10 20 30 50 100 150 

Number ot Nodes 

/ 

200 

HOPNET 

AODV 

Figure 5.14: Delivery Ratio with Random Drunken Model 



Chapter 5: Performance Evaluation 45 

800000 i 

% 

2 600000 -

o
n

ti
o

l 

u 
? 400000 -

i 
o 
a: | 200000 • 

f 
0 -

number of Contiol Packets .vs. Zone Radius 

\ 
\ 

\ 
\ 

\ ^ ^ ^ 

1 1 1 1 1 

1 2 3 4 5 
Zone Radius 

HOPMET 

ZRP 

Figure 5.15: HOPNET vs. ZRP 



Chapter 6 

Conclusion 

We proposed a novel routing algorithm for MANETs. The network is divided 

into zones to provide scalability. The algorithm supports proactive routing within a 

zone and reactive routing between zones. To our knowledge, our algorithm is the first 

effort to design an ant based routing protocol based on zone routing framework. The 

algorithm is efficient and is comparatively better than AODV for end to end delay 

and delivery ratio. The overhead decreases and is better than AODV as the network 

size increases. Experiments indicate that the zone radius has significant impact on 

packet delivery ratio for high and low mobility. When the zone radius is increased 

we notice that HOPNET outperforms AntHocNet for pause times 70 to 400 seconds. 

HOPNET is quite stable for high and low mobility unlike AntHocNet that fluctuates 

during the various pause times. We also show that the size of the network has no 

impact on the routing algorithm and is highly scalable compared to AntHocNet. 

The algorithm has been compared to random way point model and random drunken 

model. Experiments show that in the random drunken model, bordercasting has an 

impact on performance when the number of nodes is small. 
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Future Work 

Zone routing framework has been considered to provide scalable solutions to many 

large scale networks. Bioinspired algorithms have known to provide efficient, robust 

and stable solutions to self configuring, self organizing problems. In this thesis, we 

attempted to combine the ideas obtained from zone routing framework and ACO 

colony optimization algorithms for a hybrid, scalable routing algorithm for mobile ad 

hoc networks. 

Through various experiments conducted on the algorithm, we noticed that the 

zone radius had a significant effect on low and high mobility in terms of packet 

delivery ratio. Performance greatly improves when the zone radius is increased. As 

a future work we plan to use the idea proposed in the paper, "Independent Zone 

Routing: An adaptive hybrid zone routing framework for ad hoc wireless networks", 

Samar et al: where the zone radius is not constant. 

Our experiments indicate that a pure reactive algorithm using only ACO will 

encounter overhead in the overall performance of a routing algorithm. As future 

work, we would like to apply the idea of digital pheromones, which will share and 

use the experience gained by the ants. This may reduce the overhead experienced by 

ACO algorithm. 
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