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## Abstract

Moving target search has been given much attention during the last twenty years. It is a game in which multiple pursuers (cops) try to catch an evading agent (robber) and also known as the game of cops and robber. Within this thesis we study a discrete alternating version played on a graph with given initial positions for the cops and the robber, providing a number of results for optimal and sub-optimal approaches to the game.

We review the mathematical definition and investigate an optimal algorithm to solve the entire state space. This retrograde analysis algorithm can also be used to compute a best response against a given robber algorithm.

Furthermore, we study algorithms to compute solutions to the game for given initial positions. We present several methods: Two-Agent IDA*, Proof-Number Search, Alpha-Beta Minimax and Reverse Minimax A*, a new algorithm. We prove their correctness when our enhancements are used and conduct experiments on multiple scenarios which establishes the first benchmarks for optimal moving target search.

Additionally, we study sub-optimal algorithms for the robber, including Cover, Dynamic Abstract Minimax, Minimax, hill climbing with distance heuristic, a random beacon algorithm, and propose two new methods named TrailMax and Dynamic Abstract TrailMax. Experiments show that our methods outperform all the other algorithms in solution quality while meeting computer game computation time constraints.

Finally, we discuss the mathematical background of the game including complexity and variations of the game. We further develop a method to solve the simultaneous action game and prove its correctness.
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## Chapter 1

## Introduction

Pursuit games have fascinated mankind for centuries and have been studied in many domains such as warfare, law enforcement and computer games. As the name suggests, the goal of these games is for a number of pursuers to catch a target. The pursuers, also known as cops, are forced to cooperate to achieve their task. The target, also called the robber, tries to evade capture and to complicate the pursuers' task. The game is played on domains such as maps or graphs. As an example, consider the video games Grand Theft Auto and Need For Speed. Here, the player controls a character that is pursued by the cops. These agents are computer generated, i.e. are controlled by algorithms that implement pursuit strategies. The game can also be played with interchanged roles. Consider flight simulations where the player tries to shoot or catch some targets that are computer generated. All these games have in common that the generated agents have to exhibit intelligent behavior to make the game interesting and challenging. Hence the need for strong pursuit and evasion strategies.

With the development of game theory in the 1950's the first serious scientific study of pursuit games began. The first version of the game was played in a continuous space. Here, the motion of all agents is modeled by their underlying physical processes. Continuous actions like accelerating and turning with or without constraints are described by differential equations and hence the problem becomes a game on differential equations. A classic reference for the continuous case is Isaacs' book on differential games [35].

Modeling time and space is of major importance for the definition of the game. Both can be interpreted in a continuous or discrete way, thus resulting in many different possible variations. Therefore, it is not surprising that the literature on pursuit games is very broad and cannot be summarized succinctly. The interested reader is referred to Isaacs' [35] and Nahin's [61] books as well as surveys on graph searching by Alspach [4] and Fomin [23] for an introduction and first overview.

This thesis is inspired by modern computer games. Here, time and space are usually discrete entities so as to enable feasible computation and simulation. Maps are modeled by graphs and the cops and the robber take turns in their movement. The mathematical study of this discrete problem originated in the 1980's with the introduction of the "cops and robber" game by Quillot [68,69] and Nowakowski and Winkler [64]. Typical questions that have been addressed are the number of cops


Figure 1.1: Cops and robber scenario. Two cops try to capture one robber on a given map.
required to guarantee capture of an evading robber, the time needed to capture and the complexity of computing solutions to the problem. In contrast to the mathematical study, the game first appeared in the artificial intelligence literature in the early 1990's under the name "moving target search" (MTS) as introduced by Ishida and Korf [38]. Following this initial study, the focus of MTS research has been in developing strong pursuit strategies $[29,37,39,44,46,55,56]$.

As an example scenario consider Figure 1.1. The game takes place on a map that is discretized into a graph that represents the structure of the map. Here, two cops and one robber are present and all agents move at the same speed. The game is played in alternating turns with the cops beginning. The goal of the cops is to capture the robber as quickly as possible. In contrast, the robber's goal is to maximize the time to capture or, if possible, to evade the cops forever.

Due to the obstacles, i.e. unpassable white regions in the upper part of Figure 1.1, it is clear that one cop will not be sufficient for capture in this scenario because the robber could run around these obstacles. There are two players: one controlling the cops and one the robber. Assuming rationality of both players and that they will play according to the true minimax value of the game the robber will first move diagonally up left to $a$ and force the second cop to move diagonally up right to $b$. Once the second cop has arrived in $b$ the robber turns around and moves to his initial vertex. He then runs towards the indicated vertex where capture occurs being followed by the second cop. Since we assume rationality of the players the first cop does not have to move much. He only moves when the robber approaches $c$ to equilibrate the distance between the two cops and the robber around the obstacle $O$.

It can be seen from the example in Figure 1.1 that good strategies for pursuit and evasion are not trivial to find. For example, if both cops pursue the robber by following a shortest path towards him, they would run on paths through $a$. Hence, the robber will be able to escape to $c$ and can then
loop around obstacle $O$. Both cops will follow the robber's path moving along the same side of $O$. Thus, the robber will be able to evade the cops forever. This shows the need of coordination for the movement of the cops which is a difficult problem especially in large and complex maps.

Furthermore, if the robber runs a greedy strategy of maximizing the distance to the cops he will immediately run to $d$ and stay there until both cops have come around the obstacles and captured him. This is highly suboptimal since the robber could achieve a longer survival time with better play. However, in contrast to the cops that want to capture the robber, there is no obvious goal location that the robber could run to. Therefore, choosing between possible run-away directions is difficult and must also take into account the cops' movements. Hence, determining good strategies for the robber is a challenging task.

In the first part of this thesis, we will develop algorithms that solve the game optimally and investigate their performance. Here, optimality means the true minimax value of the game where the cops want to minimize and the robber wants to maximize the time to capture. Despite recent research on MTS, there has been no study of algorithms for optimal MTS. In fact, known approaches are learning and anytime algorithms that try to approximate the optimal solution primarily for the cop's side. This work establishes the first systematic study of optimal algorithms and therefore yields a benchmark for the optimal cops and robber problem.

Retrograde analysis can be used to solve the entire state space, i.e. solve the discrete game as described above for every possible initial position of cops and robber, and will be discussed in Chapter 3. We further study its theoretical and practical performance and outline how this algorithm can be used to compute a best response against a given target algorithm.

The question of how optimal solutions for one initial position can be computed quickly will be addressed in Chapter 4. In this case, it is possible to use estimates on the capture time, i.e. heuristics, to speed up the computation. It will be shown that existing algorithms can be enhanced to be more efficient. Furthermore, a new algorithm, Reverse Minimax A*, will be developed that outperforms all the other approaches. Benchmarks will be given on several experiment configurations.

In today's computer games, the player often controls a robber being chased by computer generated police agents. The same game turned around, i.e. the player controlling a cop and having to chase down a computer generated robber, is the motivation for the second part of this work. The goal is to develop algorithms that compute move policies for the robber that are usable for commercial computer games. This involves solving several problems. First, we want to generate policies that are challenging for the cops. Second, computer games impose tight resource allocation constraints, i.e. computation time and memory usage. Therefore, it is not feasible to compute optimal solutions due to high computation time requirements of optimal algorithms. The intention is to generate move policies for the robber that are close to an optimal policy and are computable quickly. In Chapter 5, existing algorithms will be reviewed and two newly developed algorithms, TrailMax and Dynamic Abstract Trailmax, will be discussed. Experiments show that the new methods outperform
all the other algorithms by achieving up to $98 \%$ optimality, while meeting modern computer game computation time constraints.

Additional mathematical background and a few new results on the capture time and the characterization of $k$-cop-win graphs will be discussed in Chapter 6 . We will further outline known results on the number of cops required to catch a robber in a graph, the search time of a graph and the complexity of computing solutions for the cops and robber problem. Moreover, we will list some common variations of the game and therefore bridge the gap between the original definition and more general pursuit evasion games.

We will study a variation of the game, the simultaneous action game in Chapter 7. Since an optimal solution will require mixed strategies, this game cannot be approached with the usual game tree search algorithms and more general methods are needed. We show how an undiscounted Markov Game formulation can be used to solve the game and prove that, under the assumption that the cops can win the game, the value iteration method converges to the optimal values.

Some of the work in this thesis has been published at the Eighth International Conference on Autonomous Agents and Multiagent Systems (AAMAS 2009) [58] as well as the Twenty-first International Joint Conference on Artificial Intelligence (IJCAI 2009) [57].

## Chapter 2

## Mathematical definitions

The sciences do not try to explain, they hardly even try to interpret, they mainly make models. By a model is meant a mathematical construct which, with the addition of certain verbal interpretations, describes observed phenomena. The justification of such a mathematical construct is solely and precisely that it is expected to work.

John Von Neumann (1903-1957)

Within this chapter we will define the basic mathematical terms for the game of cops and robber that will be needed in subsequent chapters. We begin with the original definition of the game that was first independently introduced by Quillot $[68,69]$ and Nowakowski and Winkler [64]. Afterwards, we will define the state space and move graph of the game and give a standard proof that either of the two players has a winning strategy. This proof is the motivation for the retrograde analysis algorithm in Chapter 3. We will define the cop number, search time and capture time of a graph. These terms are frequently used within the next chapters. However, an in-depth mathematical discussion of these graph properties will be delayed until Chapter 6. Furthermore, we will outline the characterization of 1-cop-win graphs here and define octile maps. The characterization is needed, amongst others, for the proof of correctness of our method TrailMax in Section 5.4. Octile maps will be used within all the experiments of the following chapters. Ideas to generalize the characterization to $k$-copwin graphs are discussed in Chapter 6 . Moreover, we will consider the complexity of computing solutions and variations of the original problem in Chapter 6.

For notation and terminology that is not defined here, the reader is referred to Diestel [20]. Vectors or tuples are set in bold throughout the entire thesis.

Definition 2.1 (cops and robber game)
Let $G$ be an undirected, finite, simple graph and let $k$ be the number of cops. Further, let $C$ denote the player controlling the cops and $R$ denote the player controlling the robber. The game begins with $C$ choosing an initial vertex for each cop followed by $R$ choosing the initial vertex for the robber. The game is played alternatingly with $C$ beginning. A move consists of choosing new locations for each of the agents under a player's control. An agent can either move to a neighboring vertex or pass
and remain on its current one. It is allowed that multiple cops occupy the same vertex. The game is played with perfect information, hence all the agent's positions are known to both players at all times.
$C$ 's goal is to eventually move a cop onto the vertex currently occupied by the robber. If this happens the game ends and $C$ wins. $R$ 's objective is to keep the cop from winning. If he can avoid capture forever, which means the game is of infinite duration, then $R$ wins.
$G$ is said to be $k$-cop-win if $k$ cops have a winning strategy on $G$. A 1-cop-win graph is also referred to as cop-win.

Remark. Instead of letting an agent pass a turn, some publications prefer to use reflexive graphs.
Since the game of cops and robber is a two player game, player $C$ controlling all the cops and player $R$ controlling the robber, we will identify $C$ with the cops and $R$ with the robber in the following. Furthermore, we will refer to $G$ as the graph on which the game is being played on and to $k$ as the number of cops. We can safely assume that $G$ is connected, otherwise all the following discussions can be extended to disconnected graphs by applying them to the component of $G$ containing the robber.

Either of the two players has a winning strategy. By introducing some notation that will be needed in subsequent chapters we will give a proof of this statement in the following. Note that this is a common proof within the literature. We will first define the state space and the move graph of the game and then define a hierarchy that can be used to determine whether the cops or the robber have a winning strategy.

Definition 2.2 (state space and move graph)
Define $S$ as the state space of the game which is the set of all $(k+2)$-tuples of possible positions of the robber and the $k$ cops with an additional tag denoting the player to move next.

$$
S=V(G) \times V(G)^{k} \times\{0,1\}
$$

We define turn $(\mathbf{s})=s_{k+2}$ for every state $\mathbf{s} \in S$ to specify which of the players is to move next in $\mathbf{s}$. It is the robber's turn if $\operatorname{turn}(\mathbf{s})=0$ and the cop's turn otherwise. We partition the state space $S$ into two disjoint sets. $S_{C}$ denotes the set of states where the cop is to move next and $S_{R}$ denotes the set of states where the robber is to move next. Hence, $S_{C}=\{\mathbf{s} \in S \mid \operatorname{turn}(\mathbf{s})=1\}$ and $S_{R}=\{\mathbf{s} \in S \mid \operatorname{turn}(\mathbf{s})=0\}$.
Furthermore, define $M=\left(S, E_{M}\right)$ as the move graph. The move graph has a directed edge for every possible joint move of the cops from one joint position $\mathbf{c}$ to another $\mathbf{c}^{\prime}$ if it is the cops' turn, and an edge for every move the robber could make from a vertex $r$ to $r^{\prime}$ when it is his turn. Recall that an agent is also allowed to remain on his current position. Hence

$$
\begin{aligned}
E_{M}= & \left\{\left((r, \mathbf{c}, 0),\left(r^{\prime}, \mathbf{c}, 1\right)\right) \mid\left(r, r^{\prime}\right) \in E(G) \vee r=r^{\prime}\right\} \cup \\
& \left\{\left((r, \mathbf{c}, 1),\left(r, \mathbf{c}^{\prime}, 0\right)\right) \mid \forall i, 1 \leq i \leq k:\left(c_{i}, c_{i}^{\prime}\right) \in E(G) \vee c_{i}=c_{i}^{\prime}\right\} .
\end{aligned}
$$



Figure 2.1: The move graph of a triangle. Note that each state has been copied to enable better visualization.

We depict an example of the above definitions in Figure 2.1. The original graph $G$, which the game is being played on, is a triangle (Figure 2.1(a)) and we play with one cop. The move graph includes a vertex for every pair of vertices of $G$ with additional tags 0 and 1 to indicate that it is the robber's or the cop's turn. Note that all states have been copied once to enable a better visualization in Figure 2.1(b). There is a directed edge between two states $\mathbf{s}_{1}$ and $\mathbf{s}_{2}$ in the move graph if the agent, who is to play next, can transform $\mathbf{s}_{1}$ into $\mathbf{s}_{2}$ by moving on $G$. The move graph is bipartite due to the fact that the turn tag changes every move.

The proof that either of the two players has a winning strategy is important to this thesis because the construction that will be used will also be exploited in later chapters to develop algorithms to solve the game computationally. We will define a hierarchy of sets $W_{i}$ and $W_{i}^{\prime}$ of states. The intention is to construct these sets such that $W_{i}$ consists of all states in which the cops are to move and where the cops can win in at most $i$ (joint) moves. Furthermore, $W_{i}^{\prime}$ will include all states in which the robber is to move and in which the cops can win after at most $(i-1)$ moves of the cops. Therefore, let $W_{0}$ and $W_{0}^{\prime}$ denote all the terminal states of the game, i.e. all the states where the robber is caught. Note that the last move is always by the cop since the robber can pass his turn and wait for the cop to capture him. We denote the position of the robber by $r$ and the positions of the cops by $\mathbf{c}$.

$$
\begin{aligned}
& W_{0}=\left\{(r, \mathbf{c}, 1) \mid \exists 1 \leq i \leq k: c_{i}=r\right\} \\
& W_{0}^{\prime}=\left\{(r, \mathbf{c}, 0) \mid \exists 1 \leq i \leq k: c_{i}=r\right\} .
\end{aligned}
$$

We define the hierarchy inductively. Let $W_{i+1}^{\prime}$ be the states where the robber is to move and where capture can be guaranteed in $i$ cop moves after the robber has taken his turn, i.e. for all moves the
robber can take, the resulting state is in $W_{i}$.

$$
W_{i+1}^{\prime}=W_{i}^{\prime} \cup\left\{\mathbf{s}^{\prime} \mid \forall \mathbf{s},\left(\mathbf{s}^{\prime}, \mathbf{s}\right) \in E(M): \mathbf{s} \in W_{i}\right\}
$$

Then $W_{i+1}$ is the set of states where capture can occur in $i$ moves plus the states that can be transferred into states in $W_{i+1}^{\prime}$.

$$
W_{i+1}=W_{i} \cup\left\{\mathbf{s} \mid \exists \mathbf{s}^{\prime}:\left(\mathbf{s}, \mathbf{s}^{\prime}\right) \in E(M) \wedge \mathbf{s}^{\prime} \in W_{i+1}^{\prime}\right\}
$$

Alternatively, these sets can be thought of as databases of winning states for the cops and the construction of subsequent sets as retrograde analysis [26, 80]. The following theorem can be followed from the known results connected to endgame databases research that any state that is not assigned to any of the winning state databases is a draw. Here, a draw means that the cops cannot enforce capture and therefore that the state is a win for the robber. However, we will outline the mathematical proof for completeness.

## Theorem 2.3

Either the cops have or the robber has a winning strategy.

Proof. Since $W_{0} \subseteq \ldots \subseteq W_{i} \subseteq W_{i+1} \subseteq \ldots \subseteq S_{C}$ and $\left|S_{C}\right|=\frac{1}{2}|S|<\infty$ it follows that there is a $j$ such that $W_{j}=W_{j+1}=W_{m}$ for all $m>j$. If $W_{j}=S_{C}$, then the cops player has a winning strategy since he can enforce capture in at most $j$ moves. Being in state $\mathbf{s} \in W_{i}$ he simply moves to a state $\mathbf{s}^{\prime} \in W_{i}^{\prime}$. Since $G$ is connected, such a state $\mathbf{s}^{\prime}$ exists due to the definition of the $W$ 's.

If $W_{j} \subsetneq S_{C}$, then we can show that the robber can evade capture forever. First, it has to be determined where the robber chooses to start the game after the cops revealed their initial positions c. Assume the robber cannot choose a vertex $r$ such that $(r, \mathbf{c}, 1) \notin W_{j}$. Then the cops can win starting in any state in $S_{C}$ since they can first move to $\mathbf{c}$ and then capture the robber from there. This means $S_{C}=W_{j}$ which yields a contradiction. Hence, there is a vertex $r$ that the robber can choose such that $\mathbf{s}=(r, \mathbf{c}, 1) \notin W_{j}=W_{j+1}$. Let him choose this vertex. Afterwards it is the cops’ turn. By the definition of the $W$ 's and proof by contradiction it follows that for all possible moves of the cops to a state $\mathrm{s}^{\prime}$, we have that $\mathrm{s}^{\prime} \notin W_{j+1}^{\prime}$ because $\mathrm{s} \notin W_{j+1}$. Now, say the cops chose to move to $\mathbf{s}^{\prime}=\left(r, \mathbf{c}^{\prime}, 0\right)$. Similarly, by the definition of the $W^{\prime}$ 's and proof by contradiction we can follow that there is a $r^{\prime}$ such that $\left(r^{\prime}, \mathbf{c}^{\prime}, 1\right) \notin W_{j}$ since $\mathrm{s}^{\prime} \notin W_{j+1}^{\prime}$. Thus, for every possible move of the cops the robber can always choose a response such that the play never enters either $W_{j}$ or $W_{j}^{\prime}$. Since all the terminal states are in $W_{j}$ and $W_{j}^{\prime}$ he can evade capture forever.

Definition 2.4 (cop number)
Given a connected graph $G$, the cop number, denoted by $c(G)$, is the minimal number of cops needed to catch a robber on $G$. The cop number of a disconnected graph is defined as the maximum of its connected components.


Figure 2.2: Example of a pitfall.

In the following chapters, we will be interested in the time the cops need to capture the robber. Assuming that the cops try to minimize and the robber tries to maximize this time, we will define the search time of a graph and the capture time. The search time has been studied in the literature and we review the known results in Chapter 6. Capture time is a new parameter that has not been studied in the mathematical literature but will be of major importance in the subsequent chapters because the capture time for given initial positions denotes the length of an optimal solution to the game.

Definition 2.5 (search time and capture time)
The search time, denoted by $\operatorname{st}(G)$ is the time, i.e. number of (joint) moves, $c(G)$ cops need to catch a robber on $G$ after choosing their initial positions. If the players are not allowed to select their initial positions and play from predefined positions s, we call the time the cops need to capture the robber the capture time, denoted by $\operatorname{ct}(\mathbf{s})$. The capture time of a graph, denoted by $\operatorname{ct}(G)$ is the maximum of $\mathrm{ct}(\mathbf{s})$ for every state $\mathbf{s}$ in the state space.

Since the search time measures the number of moves taken after the selection of initial positions by both players, it is a property of the graph. In contrast, the capture time with given initial state can vary drastically among the state space. The capture time of the graph measures the worst case the cops can encounter. In Chapter 3 we will investigate algorithms that compute the capture time for every possible state in the state space.

We will now outline the known characterization of 1-cop-win graphs.
Definition 2.6 (neighborhood and pitfall)
Let $G$ be a graph. Then we denote the neighborhood of a vertex $v \in V(G)$ as all the vertices that are connected to $v$, i.e. $N(v)=\{u \mid(u, v) \in E(G)\}$. Furthermore, $N[v]=N(v) \cup\{v\}$ is referred to as the closed neighborhood.
A pair of vertices $(p, d)$ is called a pitfall $p$ together with its dominating vertex $d$ if $N[p] \subseteq N[d]$.
An example of a pitfall is depicted in Figure 2.2. The underlying idea of a pitfall is that when the cop is in the dominating vertex $d$ and the robber in the dominated vertex $p$, then no matter where the robber chooses to move, the cop can catch him in his next turn.

Recall that removing a vertex from a graph means deleting the vertex from the vertex set and removing all its incident edges from the edge set of the graph. Aigner and Fromme [1] showed that by deleting any pitfall from a 1-cop-win graph, the obtained graph remains 1-cop-win. They also


Figure 2.3: A 1-cop-win octile map.
proved the converse, i.e. if the graph obtained from an original graph $G$ by removing a pitfall is 1-cop-win, then $G$ is 1-cop-win. This yields the characterization of 1-cop-win graphs:

## Theorem 2.7 (by [1])

Let $G$ be an undirected finite graph. Then $G$ is (1)-cop-win if and only if by successively removing pitfalls (in any order) $G$ can be reduced to a single vertex.

In subsequent chapters, we will conduct experiments on typical game maps and/or mazes. Since we consider the discrete mathematical game, these maps are transferred into graphs. Within this thesis, we will use octile maps for such a conversion. For an example consider the map in Figure 2.3. The resulting graph is a grid with additional diagonal connections which we call octile connected since one vertex can have as many as eight neighbors.

Definition 2.8 (octile map)
Let $G=(V, E)$ be a simple finite undirected graph. $G$ is called an octile map if and only if $V \subset \mathbb{N} \times \mathbb{N}$ and for every vertex $v=(i, j) \in V$

$$
\begin{aligned}
(v,(i, j+1)) \in E & \Leftrightarrow \quad(i, j+1) \in V \\
(v,(i, j-1)) \in E & \Leftrightarrow \quad(i, j-1) \in V \\
(v,(i+1, j)) \in E & \Leftrightarrow \quad(i+1, j) \in V \\
(v,(i-1, j)) \in E & \Leftrightarrow \quad(i-1, j) \in V \\
(v,(i-1, j-1)) \in E & \Leftrightarrow \quad(i-1, j-1),(i-1, j),(i, j-1) \in V \\
(v,(i-1, j+1)) \in E & \Leftrightarrow \quad(i-1, j+1),(i-1, j),(i, j+1) \in V \\
(v,(i+1, j-1)) \in E & \Leftrightarrow \quad(i+1, j-1),(i+1, j),(i, j-1) \in V \\
(v,(i+1, j+1)) \in E & \Leftrightarrow \quad(i+1, j+1),(i+1, j),(i, j+1) \in V
\end{aligned}
$$

and there are no other edges in $E$.
The definition of an octile map does not include edges for moves over corners of the underlying map. This is due to the fact that we are interested in computer games where characters have a certain width. Hence, they cannot cut through the corners but have to make their way around them maintaining some distance to the wall.

## Chapter 3

## An optimal algorithm for the full state space

To conquer the enemy without resorting to war is the most desirable. The highest form of generalship is to conquer the enemy by strategy.

Sun Tzu (400 B.C.E. - 320 B.C.E.)

Within this chapter we will explore a solution to compute optimal strategies for the cops and robber game. Here, optimality means playing according the minimax playout. Furthermore, we can compute best responses against a given robber strategy. This computation will be used in Chapter 5 to compare our approximate solutions against optimality and measure how much they can be exploited.

The mathematical literature suggests an algorithm that solves the entire state space [33]. However, no systematic study of the performance of this algorithm has yet been conducted. We consider its theoretical runtime and study its practical performance in Section 3.3. A best response to a fixed robber strategy has been computed by Isaza et al. [37] with the help of dynamic programming. We discuss how best responses can be computed efficiently using the optimal algorithm in Section 3.1.

Since this thesis is motivated by computer games, the definition of the cops and robber game, given in Definition 2.1, has to be altered slightly. Rather than allowing players to choose their initial positions, cops and robber are spawned anywhere in the graph. The graph originates from modeling a map and therefore will always be simple, finite, connected and, unless otherwise explicitly mentioned, undirected.

There are different ways to determine when the two players are allowed to take actions. This depends on how time is modeled. There are generally two possibilities. First, time accounts for the number of turns the players have taken. This results in strictly alternating or simultaneous turns. The alternating version is the usual definition of the cops and robber game within the mathematical literature (cf. Definition 2.1) and we will study the simultaneous game in Chapter 7. Second, time measures the distance the agents under each player's control travel, i.e. the time needed to move
along an edge is its edge cost. Then, players might finish their moves at different times during the game. The computation and theory of optimal strategies is severely complicated by allowing a player to announce his next move immediately since a player might move multiple times in a row before the other player takes an action. Furthermore, the move of remaining on the current position becomes continuous since the player might choose any amount of time to sit out. Hence, this possibility will not be investigated in this thesis. Another approach is to make both players wait until they both finish their moves. This is an edge weighted version of the game where time accounts for the number of turns taken. By setting all edge costs to one it becomes an equivalent formulation.

Although all the following algorithms work well with different edge costs, we find that making the players wait until their opponent finishes his turn corrupts the game. For instance, if they have to choose between similar moves (e.g. moves that lead into the same general direction) the robber will always prefer the moves with long edge costs whereas the cop will prefer moves with small edge costs. However, the cop will have to wait until the robber finishes, thus is not rewarded for his choice. Furthermore, in our test environments, optimizing for the traveled distance with real edge costs is equivalent to optimizing the number of turns. Hence, we will set all edge costs to one in our experiments and therefore practically compute the game where time is measured as the number of turns taken.

The payoff at the end of the game for the cop player is the negative of the time that passed since the beginning of the game and hence the negation of the time to capture. The payoff for the robber is just the time to capture. Both players want to maximize their payoff, thus the game is a zero-sum two-player game.

It is important to note that we want to compute optimal strategies, i.e. strategies that achieve the minimax value. Therefore, the player can make the assumption that his opponent is playing optimally and does not have to keep track of the history of the game to maximize his payoff. The play is the same when making an (optimal) decision in each turn. In contrast, when assuming that the opponent does not play optimally, the history of the game can be recorded to model the opponent and to increase one's payoff.

Strategies are defined for one player. They assign moves that the player should take to each state where it is the player's turn. Since the game is played alternatingly, it is clear that an optimal strategy exists in pure strategies, hence it suffices to assign only one move to each state.

Definition 3.1 (strategy for the alternating move game)
Let $G$ be the graph that the game is being played on, $S$ its state space and $M$ the move graph as defined in Definition 2.2. Then, a strategy for the robber player (the cop player) is a function $\theta: S_{R} \rightarrow S_{C}\left(\theta: S_{C} \rightarrow S_{R}\right)$ such that $(s, \theta(s))$ is an edge in $M$ for every state $s \in S_{R}\left(S_{C}\right)$.

Definition 3.2 (Nash equilibrium)
Given two strategies $\theta_{C}$ and $\theta_{R}$ for the cop and robber player, respectively, they form a Nash equilibrium if no player can increase his payoff by unilaterally changing his strategy. That means by
choosing a different strategy $\theta_{C}^{\prime}$, the cop cannot increase his payoff against a robber playing $\theta_{R}$ and the analog holds true for the robber.

Definition 3.3 (game value)
The value of a game starting in a state $\mathbf{s}$, denoted by $G V(\mathbf{s})$, is the payoff for the robber when both players play strategies according to a Nash equilibrium.

In alternating games, the value of the game is also referred to as the minimax value of the game. Furthermore, the minimax playout is the playout defined by the Nash equilibrium strategies. We prefer to use these terms in the following sections.

### 3.1 Retrograde Analysis

Optimal strategies can be generated by computing the minimax value for each state in the state space. Then, being in a state $s_{C} \in S_{C}$ the cop chooses a move

$$
\underset{\boldsymbol{S}_{R},\left(s_{C}, s_{R}\right) \in E(M)}{\arg \min } G V\left(s_{R}\right),
$$

that maximally decreases the minimax value of the rest of the game. Analogously, the robber will choose to move to a state that minimally decreases the minimax value. The values can be computed by retrograde analysis, i.e. by building an endgame database.

Retrograde analysis (RA) has been used in other domains, e.g. checkers [71]. It was first suggested for the game of cops and robber by Hahn and McGillivray [33]. Their algorithm initially assigns a value of 0 to each terminal state. Recall that a terminal state is a state $(r, \mathbf{c}, t)$ where the robber is caught, hence $\exists i, 1 \leq i \leq k: c_{i}=r$. Then, it loops over the entire state space setting the values of states. A state where it is the cops' turn is assigned a value when any of its successors have an assigned value. It is assigned the minimum of the successors' values. A state where it is the robber's turn is assigned a value when all its successors have an assigned value. It is assigned the maximum of the successors' values. The loop repeats until no values change. Note that this is analog to computing the hierarchy of sets $W^{\prime}$ 's from Chapter 2, i.e. computing all the positions where the cops win in at most $i$ moves for increasing $i$.

The algorithm has been rewritten by Thériault [79], Gavenčiak [27] and Isaza [36] to a best first search version. Consider Figure 3.1 for an illustration. The algorithm works with a priority queue. First, all terminal states are assigned a value of 0 . Therefore, $d, g$ and $p$ are assigned a value of 0 . Then, their predecessors, $b, c$ and $k$, are scheduled in the queue at the next time step. Afterwards, states will subsequently be taken from the queue ordered by the time they are scheduled. When a state is taken from the queue it is expanded, i.e. its predecessors are generated and considered at the next time step.

States where the cop player, i.e. the minimizing player, is to move can be scheduled immediately. This is the best first search element of the algorithm. States where the robber, i.e. the maximizing


Figure 3.1: Illustration of the RA algorithm.
player, is to move will be delayed until all their children are assigned a value. This is the minimax element of the algorithm. Hence, when $b$ is expanded with a value of $1, a$ will not be scheduled immediately since $c$ has no assigned value at that moment. Afterwards, when $c$ is expanded with a value of 1 , all the children of $a$ are set and therefore, $a$ will be scheduled with a value of 2 . Analogously, $h$ will not be scheduled until $i$ is assigned a value.

For a pseudocode implementation consider Figure 3.2. Here, $c\left(\mathbf{s}, \mathbf{s}^{\prime}\right)$ denotes the cost of moving from $\mathbf{s}$ to $\mathbf{s}^{\prime}$, hence the edge cost in the move graph. Furthermore, $N(\mathbf{s})$ is the neighborhood of $\mathbf{s}$ in the move graph. Note that the function compute_max_value has the goal to determine if all the children of a node where the robber is to move already have an assigned value.

In our model, multiple cops can occupy the same vertex. Hence, the size of the state space is bounded by $|S| \leq 2 n^{k+1}$ where $k$ is the number of cops that is being played with and $n$ the number of vertices in the graph. Since the game value will only be set once for each state the algorithm clearly terminates.

Note that the given bound for the state space can be reduced by not differentiating between the cops. However, within this section we will not make this distinction to ease reading. The exact bounds will be outlined in Section 3.2.

We will analyze the runtime of the algorithm in the following. There are at most $2 k n^{k}$ terminal states, the $k$ cops can be anywhere in the graph, the robber has to be under one of them and it can be both player's turn. For a given state $\mathbf{s}$ in which the cops are to move, there are at most $(\Delta+1)^{k}$ neighbors, where $\Delta$ is the maximum degree of the input graph. This is because every cop can potentially move to $\Delta$ other vertices or remain on its current position. When the robber is to move in $\mathbf{s}$, then there can be as many as $(\Delta+1)$ neighbors.

Since we explore the application of the algorithm to game maps we can make the assumption that path costs differ only by a fixed set of values. That means that buckets can be used within the priority queue and that access to the queue can be realized in constant time. Without this assumption, each access to the queue can only be done in logarithmic time.

Under this first game map assumption we thus have that set_terminal_states_values runs in $O\left(2 k n^{k}(\Delta+\right.$ $1)^{k}$ ). Note that we indirectly assume here that all terminal states can be explicitly generated. This

```
procedure retrograde_analysis()
    set_terminal_states_values();
    while openqueue not empty
        pop node from openqueue with state s and smallest gcost g;
        if }GV(\mathbf{s})\mathrm{ is not set
        GV(s)}\leftarrowg
        if turn(s)=1 // cop's turn
            for all }\mathbf{z}\inN(s
            newg }\leftarrow\mathrm{ compute_max_value( z );
            if }GV(\mathbf{z})\mathrm{ is not set and newg}\not=
                push a node on openqueue with state z and gcost newg;
            else // robber's turn
            for all z }\inN(\mathbf{s}
            if GV(\mathbf{z})\mathrm{ is not set}
                push a node on openqueue with state z and gcost c(\mathbf{z},\mathbf{s})+GV(\mathbf{s});
```

procedure set_terminal_states_values()
for all terminal states $\mathbf{s} \in \mathrm{S}$
$G V(\mathbf{s}) \leftarrow 0 ;$
if turn(s) $=0 / /$ robber's turn, last move by cops
for all $\mathbf{z} \in N(\mathbf{s})$
push a node on openqueue with state $\mathbf{z}$ and $\operatorname{gcost} c(\mathbf{z}, \mathbf{s})$;
function compute_max_value( s )
$r \leftarrow-\infty$;
for all $\mathbf{z} \in N(\mathbf{s})$
if $G V(\mathbf{z})$ is not set return $\infty$;
$r \leftarrow \max (r, c(\mathbf{s}, \mathbf{z})+G V(\mathbf{z})) ;$
return $r$;

Figure 3.2: Retrograde analysis pseudocode.
might not be true for other domains than cops and robber. The function compute_max_value is only called for states where the robber is to move. Hence it runs in $O(\Delta+1)$ because of the for loop in Line 21, every other operation can be done in constant time. The while loop in Line 2 is executed at most $O\left(2 n^{k+1}\right)$ times (see above). There are $O\left((\Delta+1)^{k}\right)$ neighbors in Line 7, each for which Line 8 takes $O(\Delta+1)$ time and there are $O(\Delta+1)$ neighbors in Line 12 . Hence, the entire algorithm runs in

$$
O\left(2 k n^{k}(\Delta+1)^{k}+2 n^{k+1}\left((\Delta+1)^{k}(\Delta+1)+(\Delta+1)\right)\right)=O\left(n^{k+1}(\Delta+1)^{k+1}\right)
$$

since trivially $k \leq n$.
For game maps it is a practical assumption that $\Delta$ is bounded above by a constant. This is because game maps are connected in a local manner. Under this second game map assumption, the runtime then becomes $O\left(n^{k+1}(\Delta+1)^{k}\right)$.

The correctness of the algorithm can be followed by noticing the analogy to the construction of the hierarchy of $W^{\prime}$ 's in Chapter 2. In Chapter 4 we enhance this algorithm with a heuristic. Hence, the proof can also be followed from the proof of correctness in Chapter 4 by using the admissible heuristic of zero everywhere.

This algorithm can also be used to compute solutions for directed graphs. In this case, Line 7, 12 and 18 (Figure 3.2) have to be changed such that $N(\mathbf{s})$ denotes the predecessors of $\mathbf{s}$ rather than the successors. On undirected graphs, these two sets are the same.

Note that since the robber is allowed to pass his turn, the cops always take the last move when defeating an optimal robber. This is why we check if it is the robber's turn in the terminal state in Line 17 (Figure 3.2). If the robber is not allowed to pass, he might be forced to run into the cops. That means additionally to Line 17 we would have to extend set_terminal_states_values by

```
else // cop's turn, last move by robber
    for all z }\inN(\mathbf{s}
        newg \leftarrow compute_max_value( z );
        if newg}\not=
        push a node on openqueue with state z and gcost newg;
```

Furthermore, the algorithm can be used to compute a best response against a robber strategy. Let $\theta$ be a robber strategy that does not track the history of the game. A best response is a strategy $\bar{\theta}$ for the cop such that the cop maximizes his payoff with $\bar{\theta}$ when facing a robber playing $\theta$. To compute a best response the neighbor relation in Lines 12 and 21 (Figure 3.2) has to be modified. In Line 12 only neighbors from which the robber strategy $\theta$ chooses to move into $s$ have to be considered. In Line 21 , only the move that $\theta$ chooses has to be assessed.

Since the algorithm works bottom-up it is not possible to compute a best response against target algorithms that use the history of the game. This is due to the fact that the history encodes the play starting in the initial state. Within a bottom-up computation it is not possible to determine how the agents arrived in the positions that are currently evaluated and therefore this information is not available. Thus, it cannot be determined how the target is going to play in Lines 12 and 21.

Analogously, it is possible to compute a best response against a strategy of the cops that does not depend on the history of the game. However, if the cops' strategy has flaws the robber might be able to evade capture forever. States from which infinite escape is possible will not be expanded for the robber since not all their successors will have an assigned value. Thus, the bottom-up computation stalls at these states and no value will be assigned. If the game begins in a state that does not have an assigned value the robber can escape capture forever by choosing moves to non-assigned states. In contrast, if the game starts in states that have an assigned value the robber will get caught within this assigned solution time.

### 3.2 Optimizations for multiple cops

Recall that the size of the state space is $2 n^{k+1}$ since every agent can be on any position in the graph and it can be the cops' or the robber's turn. Therefore, solving the entire state space becomes infeasible very quickly when $n$ or $k$ increase. To reduce the size of the state space notice that we distinguish the positions of all the cops in the state space. However, the cops themselves do not have to be distinguished. Hence, it is possible to reduce the state space size by only considering ordered $k$-tuples as positions for the cops. Recall further that we allow multiple cops to occupy the same vertex.

Lemma 3.4 When the cops are not distinguished the game can be encoded with $2 n\binom{n+k-1}{k}$ states. The number of terminal states is $2 n$ if $k$ equals one and $2 n\binom{n+k-2}{k-1}$ otherwise.

Proof. The positions of the $k$ cops can be thought of as combinations with repetition since we do not distinguish the cops. Hence, the number of positions of $k$ cops is $\binom{n+k-1}{k}$. Since the robber can be on any of the $n$ vertices and it can be the cops' or the robber's turn, all the positions of the cops and the robber can be encoded in $2 n\binom{n+k-1}{k}$ states. This proves the first part of the Lemma.

Terminal states are states that the robber is caught in. If $k=1$, i.e. there is only one cop, the robber can be anywhere in the graph with the cop on the same vertex. Hence there are $2 n$ terminal states since it can be both player's turn. If $k>1$, the robber can be on any of the $n$ vertices with one cop on him and the other $k-1$ cops can be anywhere else in the graph. Since we do not distinguish the other cops there are $\binom{n+(k-1)-1}{k-1}$ possibilities for their positions. Hence the total number of terminal states is $2 n\binom{n+k-2}{k-1}$.

Given the previous algorithm it is important to have a ranking function that maps a given position $\left(r, c_{1}, \ldots, c_{k}\right)$ bijectively to a number out of $\left\{0, \ldots, n\binom{n+k-1}{k}-1\right\}$. This can be done in the following way. First, transform each position into the number of the respective vertex. Numbering begins at 0 and ends at $(n-1)$. Then, order the numbers of the cops and obtain $\left(x, y_{1}, \ldots, y_{k}\right)$ where $x$ is the number of the vertex occupied by the robber and $y_{1}, \ldots, y_{k}$ are the ordered numbers of the cops' vertices. Using the lexicographical ordering of all possible tuples determines the ranking.

```
function \(\operatorname{unrank}(\mathrm{n}, \mathrm{k}\), ranking \()\)
    \(x=\left\lfloor\frac{\text { ranking }}{L(n, k)}\right\rfloor\);
    rest \(=(x+1) L(n, k)-\) ranking -1 ;
    for \(j=1, \ldots, k\)
            \(y_{j}=0\);
            while \(L\left(n-y_{j}-1, k-j+1\right)>\) rest
                \(y_{j}=y_{j}+1\);
            rest \(=\) rest \(-L\left(n-y_{j}-1, k-j+1\right)\);
    return \(\left(x, y_{1}, \ldots, y_{k}\right)\)
```

Figure 3.3: Outline of a function that iteratively constructs the position given its ranking.

In the following, let $L(n, k)=\binom{n+k-1}{k}$ denote the number of possible positions of $k$ cops on $n$ vertices (combinations with repetition). We want to count the number of tuples that would appear earlier in a lexicographical ordering of all possible tuples. Therefore, it is easy to include the robber's position by $x L(n, k)$. Now, consider $y_{1}$. When $y_{1}$ is set to $i$ there is $(n-i)$ vertices available for all subsequent positions $y_{2}, \ldots, y_{k}$, hence $L(n-i, k-1)$ possibilities. Consider $y_{2}$. Due to the ordering $y_{2}$ has to be at least $y_{1}$ and when set to $i$ there are, analog to $y_{1},(n-i)$ vertices available for $(k-2)$ more positions. This can be used to count the tuples that appear earlier in a lexicographical ordering by

$$
\begin{aligned}
H\left(\left(x, y_{1}, \ldots, y_{k}\right)\right)= & x L(n, k)+\sum_{i=0}^{y_{1}-1} L(n-i, k-1)+\ldots+ \\
& \sum_{i=y_{j-1}}^{y_{j}-1} L(n-i, k-j)+\ldots+\sum_{i=y_{k-1}}^{y_{k}-1} L(n-i, 0)
\end{aligned}
$$

where $H$ denotes the ranking of the position. Simplifying this expression yields

$$
\begin{equation*}
H\left(\left(x, y_{1}, \ldots, y_{k}\right)\right)=(x+1) L(n, k)-1-\sum_{j=1}^{k} L\left(n-y_{j}-1, k-j+1\right) \tag{3.1}
\end{equation*}
$$

Note that this can also be interpreted in a different way. Take the ranking of tuple $(x+1,0, \ldots, 0)$ which is $(x+1) L(n, k)$ and subtract the number of tuples that come between $\left(x, y_{1}, \ldots, y_{k}\right)$ and $(x+1,0, \ldots, 0)$ in a lexicographical ordering. Since we count the number of tuples before the current one we have to subtract one more, hence the -1 .

An unranking function that takes a ranking as input and outputs the ordered state $\left(x, y_{1}, \ldots, y_{k}\right)$ is easy to achieve from equation (3.1). An outline in pseudo code can be found in Figure 3.3. The function determines all the $y_{j}$ iteratively. It seems unlikely that an explicit formulation can be gained for the general case since the powers of $n$ in equation (3.1) increase with $k$. Therefore, reversing $H$ gets more and more difficult with increasing $k$.

However, for the case $k=1$ and $k=2$ we can give explicit formulations. Let $k=1$, then

$$
\begin{aligned}
& x=\left\lfloor\frac{\text { ranking }}{n}\right\rfloor \\
& y=\text { ranking }-n x .
\end{aligned}
$$

Let $k=2$, then

$$
\begin{aligned}
x & =\left\lfloor\frac{2 \text { ranking }}{n(n+1)}\right\rfloor \\
y_{1} & =\left\lfloor n+\frac{1}{2}-\sqrt{\left(n+\frac{1}{2}\right)^{2}-2\left(\text { ranking }-\frac{n(n+1)}{2} x\right)}\right\rfloor \\
y_{2} & =\text { ranking }-\frac{n(n+1)}{2} x-\frac{y_{1}\left(y_{1}+1\right)}{2}-y_{1}\left(n-y_{1}-1\right) .
\end{aligned}
$$

### 3.3 Experiments

Within this section, we would like to address the scalability of the retrograde analysis (RA) algorithm from Section 3.1. Although we know the theoretical runtime, it is desired to conduct an empirical study and to answer the question of how large a map can be solved using the RA method and how well the method scales in practice.

We study three different sets of octile connected maps. The first set consists of maps where one cop is sufficient to capture a robber. Since both agents move at the same speed this means that these maps have no obstacles in them, otherwise the robber could loop around them forever. We test on these maps for two reasons. First, we hope to be able to solve large maps since we only use one cop and the state space is therefore manageable. Second, these maps are mazes with potentially big open areas. We can generate this type of maps efficiently. We generated 10,433 maps in the range of 133 to 15,604 vertices and measured the number of node expansions, nodes touched and the required computation time to solve these maps. The results are plotted in Figure 3.4. Note the different scales on the ordinate. The graph in Figure 3.4(a) is a quadratic curve since there are $2 n^{2}$ states and except for the $n$ terminal states in which the cop is to move all of them are expanded exactly once, hence $2 n^{2}-n$. We only included this plot for verification purposes. In contrast, the number of node expansions can vary significantly due to the structure of the map (see Figure 3.4(b)). Since the algorithm touches in the order of up to 8 times as many nodes as it expands (due to octile connections), the number of nodes touched has the greatest impact on the runtime, depicted in Figure 3.4(c).

To answer the question of how big a map we can actually solve for more interesting cases we will study maps from the commercial game Baldur's Gate in the following. The second set of maps consists of 115 maps, the smallest having 175 and the largest having 22,841 vertices. We solve the game for one robber and one cop where the cop can travel a distance of up to two in every move. Hence, the cop is twice as fast as the robber and the game is finite despite the obstacles in the map. We solve this game with the RA algorithm and measure the number of node expansions, nodes touched and the required computation time. The results are depicted in Figure 3.5 (note the different scales on the ordinate). As a verification we have plotted $2 n^{2}-n$ in Figure 3.5(a) since there are $2 n^{2}$ states in the state space and $n$ are not expanded in set_terminal_states_values. Note


Figure 3.4: Experiments on 1-cop-win octile connected graphs.
however, that the graph does not perfectly match with our computed values. This is due to the fact that the graphs induced by the Baldur's Game maps are not all connected. Hence, there are initial positions for which the game becomes infinite (e.g. cop and robber in different components). These states are not going to be expanded by the RA algorithm which explains why fewer nodes are getting expanded. For the larger maps, the number of nodes touched varies drastically (Figure 3.5(b)) which has a direct influence on the runtime (Figure 3.5(c)). However, since touching nodes does not take much time compared to expanding a node and pushing it onto the queue, the runtime is proportional to the number of nodes expanded.

The above studies show that the RA algorithm can be used to compute optimal solutions effectively even for large game maps when only one cop is considered. This is mainly due to the quadratic increase in runtime with respect to the number of vertices in the underlying graph. However, as can be seen from Figures 3.4(c) and 3.5(c), the algorithm is far from running in realtime. Hence, its purpose is to compute optimal strategies and best responses offline to be used for assessments of online approximation algorithms (cf. Chapter 5).

We also performed a study for the case when two cops and one robber play and all agents have the same speed. Due to the exponential increase in the size of the state space due to the number of cops, this study was conducted on a third set of smaller maps. On these maps, two cops are sufficient to catch an evading robber. We used 25 maps from the commercial game Baldur's Gate. The smallest map had 175 and the largest 1081 vertices. The state space is of size $n^{2}(n+1)$ when using two cops. The number of terminal states where the cops are to move is $n^{2}$. Since


Figure 3.5: Experiments on 115 commercial maps for one fast cop versus one robber.
these terminal states are not expanded (in set_terminal_states_values, Figure 3.2) we know that the number of node expansions is $n^{2}(n+1)-n^{2}=n^{3}$. This is verified in Figure 3.6(a). Again, the number of nodes touched varies drastically due to the different map structures (see Figure 3.6(b)). However, it is remarkable that in the majority of the test runs not more than 5 times as many nodes are touched as expanded although we used two cops and therefore the branching factor is much higher. Furthermore, the highly varying number of nodes touched does not have a big influence on the runtime of the algorithm (Figure 3.6(c)). Theoretically assuming that touching a node does not cost any time, which is far from practice, we can estimate a rate of node expansions of about 100,000 per second.

This study shows that the RA algorithm becomes intractable the more cops are used. The exponential growth of the state space with respect to the number of cops cannot be overcome and it is only possible to compute optimal solutions on relatively small maps, despite all optimization efforts. As a consequence, it is not possible to calculate optimal strategies or best responses that can be used to evaluate online approximation algorithms when computing on large maps with multiple cops.

### 3.4 Summary

We have defined the basic terms payoff, strategy and optimal value of the game that are needed for game theoretic analysis. Furthermore, we have applied retrograde analysis (RA) for computing these terms.

Although the algorithm is known, its runtime has never been analyzed for the cops and robber


Figure 3.6: Experiments on 2-cop-win graphs.
problem and its practical performance was unknown. We studied its theoretical runtime and outlined methods to reduce the state space size to speed up computation. Using these optimizations we conducted experiments on three different sets of maps that show that the RA algorithm can effectively compute optimal solutions for practical problems. However, due to the exponential growth of the state space with respect to the number of cops it is only a feasible approach for up to two cops.

## Chapter 4

## Optimal algorithms solving single instances

Part of the inhumanity of the computer is that, once it is competently programmed and working smoothly, it is completely honest.

Isaac Asimov (1920-1992)

In computer games, all agents spawn at their initial positions and play until capture occurs. Therefore, it is desirable to be able to solve the game for one given initial position. The goal is to compute optimal solutions quickly. Hence, it is not practical to solve for the entire state space, as in the previous chapter, and to extract only the solution for one given state.

No study of algorithms that compute optimal playouts or the value of the game for a given initial position has yet been conducted for the game of cops and robber. In fact, the artificial intelligence literature only contains various studies of learning and any-time algorithms that yield good solutions but are not guaranteed to return optimal solutions. None of these studies compare their methods to optimality, in the sense of the minimax playout.

Within the following chapters accumulated edge costs of the moves of all agents are used to determine the payoff that the robber tries to maximize and the cops try to minimize. Within the experiments, we set the edge costs to one to enable effective transposition table lookups for the minimax algorithm (cf. Section 4.1) that we use as a baseline for performance measures. However, all the algorithms that will be described in the following work with any non-negative edge costs.

There are generally two approaches to computing optimal solutions. First, computation beginning with the initial positions and working towards the terminal states, i.e. top-down. Second, computation starting with terminal states and working up in the game tree towards the initial position, i.e. bottom-up. In both situations, a heuristic function can be used to guide the computation. Within top-down methods, the heuristic is used to estimate the value of the game starting in the current state. That means it is an estimate of the distance from the current state to the set of terminal states through optimal play. In contrast, with bottom-up approaches the heuristic function estimates
the distance from the current state to the root of the game tree, i.e. the initial position. This means it estimates if the current position could potentially be reached by optimal play from the root node and if so, what the cost of such a play would be. To avoid confusion we will call a heuristic that is used in a top-down method a forward heuristic and a heuristic that is used in a bottom-up approach a backward heuristic, unless clear from context.

Inspired by the single agent notations of consistency and admissibility of heuristics we can also define these terms for the two player adversarial game. In single agent search, admissibility of an heuristic means that the heuristic returns at most the exact solution, hence is an underestimation. This can be directly transferred to the two player case. Consistency means that the heuristic of two states does not change more than the transition cost in between the two states. Let $h$ be the heuristic and $c$ be the transition costs. Then, $\left|h(\mathbf{s})-h\left(\mathbf{s}^{\prime}\right)\right| \leq c\left(\mathbf{s}, \mathbf{s}^{\prime}\right)$ for two adjacent states $\mathbf{s}$ and $\mathbf{s}^{\prime}$. This can also be interpreted such that a lookahead search of depth one with heuristic leaf node evaluation yields at least the value of the heuristic, i.e. $h(\mathbf{s}) \leq c\left(\mathbf{s}, \mathbf{s}^{\prime}\right)+h\left(\mathbf{s}^{\prime}\right)$. In the two player case, consistency is only defined for forward heuristics and the single player definition has to be modified to be compatible with the minimax character of the game. Here, consistency means that $h(\mathbf{s}) \leq \min _{\mathbf{s}^{\prime} \in N(\mathbf{s})}\left(c\left(\mathbf{s}, \mathbf{s}^{\prime}\right)+h\left(\mathbf{s}^{\prime}\right)\right)$ in a state where the minimizer is to move and $h(\mathbf{s}) \leq \max _{\mathbf{s}^{\prime} \in N(\mathbf{s})}\left(c\left(\mathbf{s}, \mathbf{s}^{\prime}\right)+h\left(\mathbf{s}^{\prime}\right)\right)$ in a state where the maximizer is to move. Hence, a minimax lookahead with depth one and heuristic leaf node evaluation returns at least the heuristic of the root. Note that we will define consistency of a forward heuristic differently in Definition 4.3 but Lemma 4.4 yields the above alternative explanation.

We will first outline the definitions for forward heuristics. Therefore, we define the value of a search to a certain depth where the leaf nodes are evaluated by a given heuristic.

## Definition 4.1

Let terminalcost(s) denote the cost that is assigned to a leaf node when it is a terminal state. Let $c\left(\mathbf{s}, \mathbf{s}^{\prime}\right)$ be the transition cost from state $\mathbf{s}$ to $\mathbf{s}^{\prime}$. Let $d$ be a given depth and $h$ be a forward heuristic. Then, we define

$$
h^{*}(\mathbf{s}, d)=\left\{\begin{array}{cc}
\text { terminalcost(s) } & \mathbf{s} \text { is a terminal } \\
h(\mathbf{s}) & d=0 \\
\min _{\text {successors } \mathbf{s}^{\prime} \text { of } \mathbf{s}}\left\{c\left(\mathbf{s}, \mathbf{s}^{\prime}\right)+h^{*}\left(\mathbf{s}^{\prime}, d-1\right)\right\} & \text { Min's turn } \\
\max _{\text {successors } \mathbf{s}^{\prime} \text { of } \mathbf{s}}\left\{c\left(\mathbf{s}, \mathbf{s}^{\prime}\right)+h^{*}\left(\mathbf{s}^{\prime}, d-1\right)\right\} & \text { otherwise }
\end{array}\right.
$$

to be the two agent objective function computed in state $\mathbf{s}$ to depth $d$. Furthermore, we say

$$
h^{*}(\mathbf{s})=\sup _{d \in \mathbb{N}} h^{*}(\mathbf{s}, d)
$$

is the solution value for $\mathbf{s}$. Thus, if an optimal solution in $\mathbf{s}$ consists of finitely many moves, we also have $h^{*}(\mathbf{s})=h^{*}(\mathbf{s}, d)$ for sufficiently large $d$.

For the cops and robber problem, we set all terminal costs to zero. Furthermore, the transition $\operatorname{cost} c\left(\mathbf{s}, \mathbf{s}^{\prime}\right)$ is the edge cost of the move that one of the players takes to transfer $\mathbf{s}$ into $\mathbf{s}^{\prime}$.

Definition 4.2 (admissibility and consistency of an algorithm)
Let $\mathbf{s}$ be an initial state. Then, an algorithm is called admissible if it computes $h^{*}(\mathbf{s})$. An algorithm is called consistent if it computes $h^{*}(\mathbf{s}, d)$ when given a depth $d$ as parameter.

Definition 4.3 (admissibility and consistency of a forward heuristic)
A forward heuristic $h: S \rightarrow \mathbb{R}$ is called admissible if $h(\mathbf{s}) \leq h^{*}(\mathbf{s})$ for all $\mathbf{s} \in S . h$ is called consistent if $h(\mathbf{s}) \leq h^{*}(\mathbf{s}, d)$ for all $\mathbf{s} \in S$ and $d \in \mathbb{N}$.

Analogously to the single agent case it follows immediately from the above definition that consistency of a forward heuristic implies its admissibility.

## Lemma 4.4

Let $h$ be a consistent forward heuristic and the transition costs $c \geq 0$. Then, for any $\mathbf{s} \in S$ and any $d \in \mathbb{N}$

$$
h(\mathbf{s})=h^{*}(\mathbf{s}, 0) \leq h^{*}(\mathbf{s}, 1) \leq \ldots \leq h^{*}(\mathbf{s}, d-1) \leq h^{*}(\mathbf{s}, d)
$$

Therefore, the deeper the search in the game tree, the higher the possible values assigned to the root.
Proof. The proof is by induction on $d$. For $d=0, h(\mathbf{s})=h^{*}(\mathbf{s}, 0) \leq h^{*}(\mathbf{s}, 1)$ for all $\mathbf{s} \in S$ follows by the definition of consistency. Suppose the claim is true for $d=d_{0}$. If $\mathbf{s}$ is a terminal state, then clearly $h^{*}\left(\mathbf{s}, d_{0}\right)=h^{*}\left(\mathbf{s}, d_{0}+1\right)$ and the claim holds. Let $\mathbf{z}_{1}, \ldots, \mathbf{z}_{q}$ be the successors of $\mathbf{s}$ in the game tree. Then we have by induction hypothesis that $h^{*}\left(\mathbf{z}_{i}, d_{0}-1\right) \leq h^{*}\left(\mathbf{z}_{i}, d_{0}\right)$. Thus, we have

$$
\begin{aligned}
h^{*}\left(\mathbf{s}, d_{0}\right) & = \begin{cases}\min _{i}\left\{c\left(\mathbf{s}, \mathbf{z}_{i}\right)+h^{*}\left(\mathbf{z}_{i}, d_{0}-1\right)\right\} \quad \text { Min's turn } \\
\max _{i}\left\{c\left(\mathbf{s}, \mathbf{z}_{i}\right)+h^{*}\left(\mathbf{z}_{i}, d_{0}-1\right)\right\} & \text { otherwise }\end{cases} \\
& \leq \begin{cases}\min _{i}\left\{c\left(\mathbf{s}, \mathbf{z}_{i}\right)+h^{*}\left(\mathbf{z}_{i}, d_{0}\right)\right\} & \text { Min's turn } \\
\max _{i}\left\{c\left(\mathbf{s}, \mathbf{z}_{i}\right)+h^{*}\left(\mathbf{z}_{i}, d_{0}\right)\right\} & \text { otherwise }\end{cases} \\
& =h^{*}\left(\mathbf{s}, d_{0}+1\right) .
\end{aligned}
$$

Definition 4.5 (admissibility of a backward heuristic)
A Nash equilibrium defines a playout starting in an initial position $\mathbf{g} \in S$ (the goal). This playout defines an optimal path of moves and both players have no incentive to deviate from it. If the playout of any Nash equilibrium visits state $s$ we say there is an optimal path from $g$ to $s$. Then, we define the cost to get from the initial position $g$ to a state $s$ as

$$
h^{*}(\mathbf{g}, \mathbf{s})=\left\{\begin{array}{cc}
\operatorname{cost}(p) & \exists \text { optimal path } p \text { from } \mathbf{g} \text { to } \mathbf{s} \\
\infty & \text { otherwise }
\end{array}\right.
$$

where $\operatorname{cost}(p)$ denotes the accumulated cost of all the moves in $p$. Note that $h^{*}$ is well defined since all optimal paths from $\mathbf{g}$ to $\mathbf{s}$ have the same cost. Now, let $h: S \times S \rightarrow \mathbb{R}$ be a backward heuristic. We say $h$ is admissible if $h(\mathbf{g}, \mathbf{s}) \leq h^{*}(\mathbf{g}, \mathbf{s})$ for all $\mathbf{g}, \mathbf{s} \in S$.

The algorithms presented in Sections 4.1, 4.2 and 4.3 make use of forward heuristics. In particular, when used with an admissible or consistent heuristic, all these algorithms are admissible or
consistent, respectively. The algorithm developed in Section 4.4 uses backward heuristics and is admissible when used with an admissible heuristic. Note that the term consistency is not defined for backward heuristics.

The immediate approach of using the $\alpha-\beta$ algorithm [43] will be discussed first. After, we will outline how the optimal algorithm Two-Agent IDA* (TIDA*) [67] can be enhanced with transposition tables to make it feasible for the cops and robber problem. TIDA* uses iterative increase of a lower bound on the solution value. We will show how this bound increase can be incorporated into Proof-Number Search [2], to form the optimal algorithm Iterative Proof-Number Search (IPN). Furthermore, we will use the RA algorithm from Chapter 3 and incorporate heuristic pruning, hence take the transition from an algorithm that works in a best first search manner like Dijkstra's algorithm to an A*-like algorithm. The new algorithm will be called Reverse Minimax A* (RMA*). Last, we conduct experiments with various configurations of heuristics and maps to characterize the performance of the algorithms.

### 4.1 Minimax

Since the $\alpha-\beta$ algorithm [43] is a standard algorithm we will omit its precise description. Our implementation computes to a given depth $d$ and evaluates the leaf nodes with a heuristic $h$ if they are not terminal. Within our experiments, we precompute the optimal depth needed to solve the problems with the subsequent algorithms. This depth is then given to the $\alpha-\beta$ algorithm to measure its performance. If the optimal depth would not be supplied, the algorithm would have to find it by iterative deepening [45], i.e. subsequent searches with increasing depths.

Transposition tables cache the g-cost (pathcost from the root) of a state s. Caching the g-cost is necessary since we use edge costs on the move graph to determine a state's value together with a fixed lookahead. We incorporated heuristic pruning whenever $\beta \leq h(\mathbf{s})\left(\beta \leq h\left(\mathbf{s}, d_{\mathbf{s}}\right)\right)$ in an explored node $\mathbf{s}$ (at depth $d_{\mathbf{s}}$ ). It is easy to see that this does not change the correctness of the algorithm.

Theorem 4.6 (by [43])
When used with an admissible (consistent) forward heuristic, the $\alpha-\beta$ algorithm is admissible (consistent).

We also investigated another method of pruning. The playout of the game is clearly suboptimal when it revisits the same state. Since we are only interested in optimal solutions here, cycle detection for the currently explored path from the root to the current state can be used for pruning. However, in contrast to pruning with an admissible or consistent heuristic, the algorithm does not remain admissible when using cycle detection. For an example, consider the graph in Figure 4.1. All edge costs are set to one. Here, the robber starts at vertex 5 and the cop at vertex 0 , hence in positions $(5,0)$ with the cop beginning. We prune the search whenever a repetition is encountered and compute to


Figure 4.1: Graph to demonstrate the GHI problem.
depth nine with heuristic evaluation of the leaf nodes. The heuristic evaluates the rest of the playout by assuming that the robber stays still and the cop runs towards him on a shortest path. Let the first search be as follows: $(5,0) \xrightarrow{\text { cop }}(5,1) \xrightarrow{\text { robber }}(8,1) \xrightarrow{\text { cop }}(8,4) \xrightarrow{\text { robber }}(7,4) \xrightarrow{\text { cop }}(7,3) \xrightarrow{\text { robber }}(8,3)$. The possible successor state $(8,4)$, i.e. the cop moving to 4 , will now be pruned as a repetition. Only the successors $(8,7),(8,0),(8,2)$ and $(8,3)$ remain. Since we search to depth nine these successors are evaluated with a search of a remaining depth of two with the robber beginning. In these searches, the robber can escape and end up at least at distance one from the cop. Hence, the above successors evaluate to a cost of at least four. This is propagated up and a transposition table entry is stored for $(8,3)$ at depth six with a value of five. This is propagated up to $(7,3)$ at depth five. Recall that it is the robber's turn at depth five and therefore the successor with the highest evaluation is choosen. All successors of $(7,3)$ other than $(8,3)$ result in immediate capture or capture after one more move of the cop. Therefore, a transposition table entry is stored for $(7,3)$ at depth five with value six. Now consider a search at a later time: $(5,0) \xrightarrow{\text { cop }}(5,1) \xrightarrow{\text { robber }}(6,1) \xrightarrow{\text { cop }}(6,2) \xrightarrow{\text { robber }}(7,2) \xrightarrow{\text { cop }}(7,3)$. Due to the stored transposition table entry, the search is pruned with cost six. Therefore, this search obtaines cost at least eleven. However, the optimal solution is unique except for the choices in the last two moves, has value nine and can only be obtained by this later search: $(5,0) \xrightarrow{\text { cop }}(5,1) \xrightarrow{\text { robber }}$ $(6,1) \xrightarrow{\text { cop }}(6,2) \xrightarrow{\text { robber }}(7,2) \xrightarrow{\text { cop }}(7,3) \xrightarrow{\text { robber }}(8,3) \xrightarrow{\text { cop }}(8,4) \xrightarrow{\text { robber }}(8,4) \xrightarrow{\text { cop }}(8,8)$.

In summary, a repetition in the history of the first search causes a state to be pruned. Its predecessor is stored in the transposition table with a wrong value since the pruned successor is not available. When this predecessor is reencountered in a later search with a different search history, it is pruned incorrectly due to the transposition table entry. Note that we have only depicted an example where a pruned cop move that leads into a repetition causes incorrect computation. However, it is also possible to construct examples where a pruned robber move that leads into a repetition causes incorrect computation.

This problem is known as the Graph History Interaction Problem (GHI). Solutions to this problem exist. Kishimoto and Müller [42] developed a general method to resolve the GHI problem. However, in first experiments we found that using cycle detection does not yield significant speedups. This is due to the interaction of the admissible heuristic pruning with the $\alpha-\beta$ window. The interval
spanned by $\alpha$ and $\beta$ contracts with increasing depth of the search. Since the heuristic prunes nodes whenever $\beta \leq h(\mathbf{s})$ and $\beta$ becomes subsequently smaller, pruning appears at already reasonable depths. Thus, we did not use cycle detection in our implementation and hence also circumvent the GHI problem.

### 4.2 Two-Agent IDA*

Two-Agent Iterative Deepening A* (TIDA*) has been developed by Prieditis and Fletcher [67], however it is not widely-known. The algorithm is designed for two player adversarial games where players want to minimize or maximize accumulated transition and terminal costs. Heuristic bounds are used to prune the search space in a similar way to how the single-agent IDA* algorithm prunes nodes with high costs. The cops and robber domain has these properties, in that the goal is to maximize/minimize the distance to capture, which can be estimated with a forward heuristic.

An outline of the algorithm can be found in Figure 4.2. Lines 8-12 and 25-28 are the caching enhancements that will be explained later. Line 14 belongs to the artificial depth limit $d$ that is used in the original TIDA* algorithm to ensure consistency. Since we are interested in optimal solutions we can remove this parameter. In the following, we will therefore discuss the algorithm without the depth parameter but all the discussion applies to the consistent case as well.

Analogously to the single-agent case we say the f-cost of a node is the g-cost at which it is encountered together with its heuristic cost. The basic idea is to maintain a lower bound $b$ on the value and f-cost of the root, i.e. $b \leq h^{*}(\mathbf{s})$ and prove or disprove this bound. Since $h(\mathbf{s}) \leq h^{*}(\mathbf{s})$ when $h$ is admissible, we can safely assume a first lower bound $h(\mathbf{s})$ (Line 1 of Figure 4.2) and set the current bound to this value (Line 3). This bound is then either proved or disproved by a TIDA* iteration. The iteration has to return a new lower bound on the root's value greater than the current one. If there is no such higher bound, we have found a solution with the cost of the current bound.

Consider the game tree in Figure 4.3 as a sample TIDA* computation. We have not plotted the entire tree but only the important parts. For simplicity, all actions have a cost of one. Furthermore, the minimizing player begins the game. Each circle signifies a state and the number within the circle its heuristic cost. The dotted line marks the part of the game tree that will be expanded by TIDA* in the first iteration. Since the root has a heuristic cost of three, the first iteration is given a bound of three. Afterwards, a cost of five will be propagated up to the root. This is used as the bound for the next iteration. The dashed line (Figure 4.3) marks the part of the game tree that will be expanded by the second iteration.

Within an iteration it is first determined whether $s$ is a terminal state (Line 7), in which case the robber has been captured and the cost of capture is returned. Recall that the cost of a terminal for the standard cops and robber problem is zero. Next, we ensure that a capture is possible. If the current bound in this iteration is less than what is needed to reach a terminal state, i.e. exceeds the f-cost, the higher heuristic value is returned (Line 13). In the consistent case the algorithm only computes

```
function \(\operatorname{tida}(\mathbf{s}, d)\)
    \(r \leftarrow h(\mathbf{s}, d) ;\)
    do
        \(b \leftarrow r ;\)
        \(r \leftarrow\) tida_iteration(s \(, b, d)\);
    while \(r>b\);
    return \(r\);
function tida_iteration( \(\mathbf{s}, b, d\) )
    if \(\mathbf{s}\) is a terminal state return terminalcost( \(\mathbf{s}\) );
    if upper_bound_cache(s) exists
        if upper_bound_cache(s) \(\leq b\) return upper_bound_cache(s);
    if lower_bound_cache(s) exists
        if \(b<\) lower_bound_cache(s) return lower_bound_cache(s);
    else
        if \(b<h(\mathbf{s}, d)\) return \(h(\mathbf{s}, d)\); // heuristic prune
    if \(d=0\) return \(b\); // depth prune
    if // Min's turn in s
        \(r \leftarrow \infty ;\)
        for all \(\mathbf{z} \in N(\mathbf{s})\);
            \(r=\min (r, c(\mathbf{s}, \mathbf{z})+\) tida_iteration \((\mathbf{z}, b-c(\mathbf{s}, \mathbf{z}), d-1)) ;\)
            if \(r \leq b\) break; // \(\alpha\) prune
    else // Max's turn in s
        \(r \leftarrow-\infty\)
        for all \(\mathbf{z} \in N(\mathbf{s})\)
            \(r=\max (r, c(\mathbf{s}, \mathbf{z})+\) tida_iteration \((\mathbf{z}, b-c(\mathbf{s}, \mathbf{z}), d-1))\);
        if \(r>b\) break; \(/ / \beta\) prune
    if \(b<r\)
        lower_bound_cache \((\mathbf{s})=r\);
    else
        upper_bound_cache(s) \(=r\);
    return \(r\);
```

Figure 4.2: Two-Agent IDA* with depth limit and bound caching.


Figure 4.3: Example computation of TIDA* returning a solution value of five. All actions have a cost of one and terminals have a cost of zero. Each circle signifies a state and the number within the circle its heuristic cost. Terminal states are visualized with a doubled circle. The dotted line marks the expanded tree in the first iteration with a bound of three. The dashed line marks the expanded tree in the second iteration with a bound of five.
up to a given depth $d$. If this depth is reached, the value of the current bound $b$ is returned (Line 14).
Reconsider the example in Figure 4.3. Within the first iteration with a bound of three, the root is expanded and its successors are considered. Both have a heuristic cost of four and are explored at a cost of one. Therefore, their f-cost is five which is greater than the current bound of three. Hence, both nodes are pruned and the search returns to the root with a backed up value of five. The next iteration then starts with this returned value as its bound.

If these pruning cases do not apply, TIDA* performs a typical depth-first search by recursively operating on all the successors $\mathbf{z}$ of $\mathbf{s}$ with a decreased bound $(b-c(\mathbf{s}, \mathbf{z})$ ). Lines 19 and 24 do $\alpha$ and $\beta$ pruning similar to the $\alpha-\beta$ algorithm [43].

Theorem 4.7 (by [67]) Given a consistent (forward) heuristic h, we have tida $(\mathbf{s}, d)=h^{*}(\mathbf{s}, d)$.

## Theorem 4.8

Let $c\left(\mathbf{s}, \mathbf{s}^{\prime}\right)>0$ for all $\mathbf{s}, \mathbf{s}^{\prime} \in S\left(\mathbf{s} \neq \mathbf{s}^{\prime}\right)$ and $1<|S|<\infty$. Let further $h$ be an admissible forward heuristic and $h(\mathbf{s}) \geq 0$ for all $\mathbf{s} \in S$. Then $\operatorname{tida}(\mathbf{s})=h^{*}(\mathbf{s})$.

Before proving Theorem 4.8 we will prove two lemmata that establish bounds on the outcome of a TIDA* iteration. The lemmata disregard caching (Lines 8-12 and 25-28 in Figure 4.2). In fact, the caching is motivated by these lemmata and we will show that it does not change the outcome of the computation afterwards. Both lemmata are very similar to the consistent case in the original TIDA* paper [67]. However, we review the proofs here to gain necessary insights for the next section.

## Lemma 4.9

Let $h$ be an admissible heuristic, $h \geq 0$ and the transition costs $c \geq \epsilon>0$. Let $v$ be the value returned by tida_iteration $(\mathbf{s}, b)$. If $b<v$ then $v \leq h^{*}(\mathbf{s})$.

Proof. In each recursion, the depth bound is decreased by at least $\epsilon$ and as soon as $b<0$ the algorithm prunes the search since $b<0 \leq h(\mathbf{s})$ for all $\mathbf{s} \in S$. It follows, that the computed part of the game tree by tida_iteration has a maximal depth. Hence, the subroutine terminates.

The rest of the proof is similar to the one given in [67]. The original proof is by induction over the depth. Since we discarded the depth limit parameter our proof is by induction over the bound. We first prove the induction hypothesis. Let $b<0$.
Case 1: the algorithm returns because $\mathbf{s}$ is a terminal state.

$$
v=\text { terminalcost }(\mathbf{s})=h^{*}(\mathbf{s})
$$

Case 2: the algorithm returns because $b<h(\mathbf{s})$. Since $h$ is admissible we have

$$
v=h(\mathbf{s}) \leq h^{*}(\mathbf{s})
$$

There are no other cases because the condition in Case 2 is always true since $h \geq 0$. Now let $b \leq b_{0}+\epsilon$ where $b_{0}$ is the induction basis. The first two cases are analog to the above since we did not use $b<0$ within them.
Case 3: it is the minimum player's turn. Since $b<v$ it follows that there was no $\alpha$-prune. Hence, all the successors have been visited. Therefore, let $\mathbf{z}$ denote the successor such that

$$
\mathbf{z}=\underset{\mathbf{s}^{\prime} \in N(\mathbf{s})}{\arg \min }\left(c\left(\mathbf{s}, \mathbf{s}^{\prime}\right)+h^{*}\left(\mathbf{s}^{\prime}\right)\right)
$$

By the calculation of $v$ and the fact that $b<v$ we have

$$
\begin{aligned}
b & <v \leq c(\mathbf{s}, \mathbf{z})+\text { tida_iteration }(\mathbf{z}, b-c(\mathbf{s}, \mathbf{z})) \quad \Leftrightarrow \\
b-c(\mathbf{s}, \mathbf{z}) & <\text { tida_iteration }(\mathbf{z}, b-c(\mathbf{s}, \mathbf{z})) .
\end{aligned}
$$

Since $b-c(\mathbf{s}, \mathbf{z}) \leq b-\epsilon \leq b_{0}$ we have by induction hypothesis that tida_iteration $(\mathbf{z}, b-c(\mathbf{s}, \mathbf{z})) \leq$ $h^{*}(\mathbf{z})$. Therefore,

$$
v \leq c(\mathbf{s}, \mathbf{z})+\text { tida_iteration }(\mathbf{z}, b-c(\mathbf{s}, \mathbf{z})) \leq c(\mathbf{s}, \mathbf{z})+h^{*}(\mathbf{z})=h^{*}(\mathbf{s})
$$

Case 4: it is the maximizer's turn. Since $b<v$ the $\beta$-prune took effect. Therefore, let $\mathbf{z}$ be the successor that has been visited last. We have

$$
\begin{aligned}
b & <v=c(\mathbf{s}, \mathbf{z})+\text { tida_iteration }(\mathbf{z}, b-c(\mathbf{s}, \mathbf{z})) \Leftrightarrow \\
b-c(\mathbf{s}, \mathbf{z}) & <\text { tida_iteration }(\mathbf{z}, b-c(\mathbf{s}, \mathbf{z}))
\end{aligned}
$$

and since $b-c(\mathbf{s}, \mathbf{z}) \leq b-\epsilon \leq b_{0}$ we can apply the induction hypothesis. Therefore,

$$
v=c(\mathbf{s}, \mathbf{z})+\text { tida_iteration }(\mathbf{z}, b-c(\mathbf{s}, \mathbf{z})) \leq c(\mathbf{s}, \mathbf{z})+h^{*}(\mathbf{z}) \leq h^{*}(\mathbf{s})
$$

This completes the proof.

## Lemma 4.10

For the same assumptions as in Lemma 4.9 we have: if $v \leq b$ then $h^{*}(s) \leq v$.
Proof. We will use the same notation as in Lemma 4.9. Analogously, we can also apply induction here. Therefore, let $b<0$.

Case 1: the algorithm returns because s is a terminal state. This is analog to Lemma 4.9.
Case 2: the algorithm returns because $b<h(\mathbf{s})$. This is impossible since $v=h(\mathbf{s}) \leq b<h(\mathbf{s})$.
Note that since for $b<0$ the condition in Case 2 is always true, execution of tida_iteration must have been ended at Case 1 . Now let $b \leq b_{0}+\epsilon$ where $b_{0}$ is the induction basis. The first two cases are analog to the above.

Case 3: it is the minimizer's turn. Since $v \leq b$ the $\alpha$-prune took effect. Let $\mathbf{z}$ be the last visited successor of $s$. Since

$$
\begin{aligned}
v=c(\mathbf{s}, \mathbf{z})+\text { tida_iteration }(\mathbf{z}, b-c(\mathbf{s}, \mathbf{z})) & \leq b \Leftrightarrow \\
\text { tida_iteration }(\mathbf{z}, b-c(\mathbf{s}, \mathbf{z})) & \leq b-c(\mathbf{s}, \mathbf{z})
\end{aligned}
$$

and $b-c(s, n) \leq b-\epsilon \leq b_{0}$ we can apply the induction hypothesis and obtain due to the definition of $h^{*}$

$$
h^{*}(\mathbf{s}) \leq c(\mathbf{s}, \mathbf{z})+h^{*}(\mathbf{z}) \leq c(\mathbf{s}, \mathbf{z})+\text { tida_iteration }(\mathbf{z}, b-c(\mathbf{s}, \mathbf{z}))=v
$$

Case 4: it is the maximizer's turn. Since $v \leq b$ there has been no $\beta$-prune. Hence let $\mathbf{z}$ be the child of s such that

$$
\mathbf{z}=\underset{\mathbf{s}^{\prime} \in N(\mathbf{s})}{\arg \max }\left(c\left(\mathbf{s}, \mathbf{s}^{\prime}\right)+h^{*}\left(\mathbf{s}^{\prime}\right)\right)
$$

Since

$$
\begin{aligned}
c(s, \mathbf{z})+\text { tida_iteration }(\mathbf{z}, b-c(\mathbf{s}, \mathbf{z})) & \leq v \leq b \Leftrightarrow \\
\text { tida_iteration }(\mathbf{z}, b-c(\mathbf{s}, \mathbf{z})) & \leq b-c(\mathbf{s}, \mathbf{z})
\end{aligned}
$$

and $b-c(\mathbf{s}, \mathbf{z}) \leq b-\epsilon \leq b_{0}$ we can apply the induction hypothesis. Therefore,

$$
h^{*}(\mathbf{s})=c(\mathbf{s}, \mathbf{z})+h^{*}(\mathbf{z}) \leq c(\mathbf{s}, \mathbf{z})+\text { tida_iteration }(\mathbf{z}, b-c(\mathbf{s}, \mathbf{z})) \leq v
$$

This completes the proof.
Proof of Theorem 4.8. Let $\epsilon=\max _{\mathbf{s}, \mathbf{s}^{\prime} \in S} c\left(\mathbf{s}, \mathbf{s}^{\prime}\right)>0$ (note that the maximum exists since $|S|<$ $\infty)$. Recall the algorithm. We start with setting the bound $b \leftarrow h(\mathbf{s}) \leq h^{*}(\mathbf{s})$. By Lemma 4.9 we know that if $b<v$ then $v \leq h^{*}(\mathbf{s})$ and we increase the bound $b \leftarrow v$. By Lemma 4.10 we know that if $v \leq b$ then $h^{*}(\mathbf{s}) \leq v$ and we stop iterating. Therefore, after the last iteration we have

$$
b \leq h^{*}(\mathbf{s}) \leq v \leq b
$$

and thus $b=v=h^{*}(\mathbf{s})$.
It remains to show, that the algorithm terminates, i.e. the values of the ever increasing bounds do not have an accumulation point smaller than $h^{*}(\mathbf{s})$. In the following, we show that there is only a finite number of values that $b$ can encounter.

From the argumentation at the beginning of the proof of Lemma 4.9 it follows that the height of the tree that TIDA* computes is at most $d=\left\lfloor h^{*}(\mathbf{s}) / \epsilon\right\rfloor$. The number of possible path lengths from the root to the bottom of the tree is bounded by

$$
1+|S|+|S|^{2}+\ldots+|S|^{d}=\frac{|S|^{d+1}-1}{|S|-1}<\infty
$$

Therefore, the total number of values $b$ can encounter, i.e. the total number of iterations, is bounded above.

Since the move graph of the cops and robber domain has many cycles (the shortest cycle is length 4: both players taking a move and reversing it), caching or transposition tables are expected to improve performance. A first approach is to cache the outcome of tida_iteration due to submitted state $\mathbf{s}$ and bound $b$. First experiments show, that this indeed yields reasonable speedups since most states are re-encountered with the same bound. However, more improvements can be made.

Lemmata 4.9 and 4.10 suggest a different caching method. Whenever we return a value $v>b$ we know by Lemma 4.9 that $v$ is a lower bound on the true value. Therefore, we can store this value in a lower bound cache (Line 26 in Figure 4.2). On the other hand, if $v \leq b$, we know by Lemma 4.10 that $v$ is an upper bound on the true value and therefore store $v$ in an upper bound cache (Line 28).

This new method of caching does not alter the admissibility of the algorithm. Suppose an upper bound $u$ for $h^{*}(\mathbf{s})$ has been cached and tida_iteration is called with bound $b$ such that $u \leq b$. Then $h^{*}(\mathbf{s}) \leq b$ and it follows that $h^{*}(\mathbf{s}) \leq$ tida_iteration $(\mathbf{s}) \leq b$ (proof by contradiction with the help of Lemma 4.9). Since $h^{*}(\mathbf{s}) \leq u \leq b$ we can return $u$ immediately in Line 9 because it satisfies Lemma 4.10. Suppose a lower bound $\ell$ for $h^{*}(\mathbf{s})$ has been cached and tida_iteration is called with bound $b$ such that $b<\ell$. Then $b<h^{*}(\mathbf{s})$ and it follows that $b<$ tida_iteration( $\left.\mathbf{s}\right) \leq h^{*}(\mathbf{s})$ (proof by contradiction with the help of Lemma 4.10). Since $b<\ell \leq h^{*}(\mathbf{s})$ we can return $\ell$ in Line 11 because it satisfies Lemma 4.9. This shows that the caching methods obey Lemma 4.9 and 4.10. Hence, by Theorem 4.8 the algorithm with our caching is admissible.

This caching is superior to the simplest technique of caching the value for tida_iteration due to state and bound. This is because the lower and upper bounds get progressively tighter as we search. Due to the checks in Lines 9 and 11 (Figure 4.2), when updating the bounds in Lines 26 and 28 we have either

$$
\begin{aligned}
& r \leq b<\text { upper_bound_cache(s) or } \\
& \text { lower_bound_cache(s) } \leq b<r .
\end{aligned}
$$

```
function ipn(s)
    r}\leftarrowh(\mathbf{s})
    do
        b\leftarrowr;
        r}\leftarrow\mathrm{ ipn_iteration(s);
    while }r>b\mathrm{ ;
    return r;
```

(a) The algorithm's loop to increase the bound $b$

## function ipn_iteration(s)

create a node root with state $($ root $) \leftarrow \mathbf{s}$;
while proof_number(root) $\neq 0$ and disproof_number $\neq 0$ node $\leftarrow$ select_most_proving_node(root);
if node not flagged as being pruned expand_node(node); update_proof_numbers(node);
return value(root);
(b) Iteration until the root node is proved or disproved

Figure 4.4: Iterative Proof-Number Search main loop and iteration.

When trying to extract solution paths, the $\alpha$-prune of TIDA* has to be modified. Although we know that the solution is at least $b$ (in tida_iteration), we did not necessarily explore a path with this cost yet. Therefore, Line 19 in Figure 4.2 has to be changed to:

$$
\text { if } r<b \text { break; }
$$

to ensure exploration to the terminal nodes. The paths themselves can easily be stored in the upper bound cache. First experiments indicate that this change results in drastically higher runtimes. Hence, we only report the result with pruning in the case of " $\leq$ " in the experiments. If the computed playout that achieves the optimal value is needed, rather than just the value of the game, further analysis is necessary.

TIDA* is related to the algorithm $A O *[52]$ in the sense that the heuristic is used to guide the top-down search. Informally, both algorithms expand the game tree until a next higher heuristic cost is reached (see Figure 4.3 and the parts of the game tree that are marked with dotted and dashed lines for an illustration). AO* only expands the states with new heuristic cost. It does not reexpand the previously computed part of the game tree. These new states are expanded subsequently and therefore the algorithm works like a breadth-first search. To propagate the new information from an expanded state up in the game tree the algorithm updates all the predecessors of the expanded state. Hence, AO* expands the game tree in an A*-like fashion updating the predecessors at every expansion. TIDA* runs a depth-first search to expand all the states of the game tree that do not exceed the current cost bound. In contrast to $\mathrm{AO}^{*}$ this search reexpands the previously computed part of the game tree. However, no additional updates of the predecessors are needed since these updates are performed as part of the depth-first search. Hence, TIDA* expands the game-tree in an IDA*-like fashion.

### 4.3 Iterative Proof-Number Search

The above discussion of TIDA* and its ability to prove or disprove the value of the root suggests a different method than depth-first search (as done by TIDA*). Proof number search (pn-search) was developed by Allis et al. [2] to prove or disprove the value of the root given a tree with binary values.

```
function select_most_proving_node( node )
    while node is not a terminal node
        if try_pruning_node( node )
        return node;
        if Min's turn in state(node)
        node }\leftarrow\mathrm{ leftmost child p with disproof_number(p) = disproof_number(node);
        else // Max's turn
            node }\leftarrow\mathrm{ leftmost child p with proof_number(p) = proof_number(node);
    return node;
```

Figure 4.5: Selection of the next node to be expanded.

```
procedure expand_node( node )
    for all successors s of state(node)
        generate new node p;
        state(p) \leftarrows;
        parent(p) \leftarrow node;
        bound(p) \leftarrow bound(node) - c(state(node), s);
        if }\textrm{s}\mathrm{ is a terminal state;
            value(p) \leftarrow terminalcost(s);
            if bound(p)< value(p) // s has been proved
                proof_number(p) \leftarrow0;
                disproof_number(p) \leftarrow\infty;
            else // s has been disproved
                proof_number(p) \leftarrow\infty;
                disproof_number(p) \leftarrow0;
            else // s is not a terminal state
            if not try_pruning_node(p )
                value(p) }\leftarrow\mathrm{ bound(p);
                proof_number(p) \leftarrow 1;
                disproof_number (p) \leftarrow 1;
```

Figure 4.6: Expansion of a node at the bottom of the tree.

```
procedure update_proof_numbers( node )
    while node exists
        s}\leftarrow\mathrm{ state(node);
        if Min's turn in s
            proof_number(node) }\leftarrow\mp@subsup{\operatorname{min}}{\mathrm{ children p of node }}{}\mathrm{ proof_number(p);
            disproof_number(node)}\leftarrow\mp@subsup{\sum}{\mathrm{ children p of node }}{}\mathrm{ disproof_number(p);
            value(node)}\leftarrow\mp@subsup{\operatorname{min}}{\mathrm{ children p of n value(p);}}{
    else // Max's turn in s
            proof_number(node)}\leftarrow\mp@subsup{\sum}{\mathrm{ children p of node }}{}\mathrm{ proof_number(p);
            disproof_number(node)}\leftarrow\mp@subsup{\operatorname{min}}{\mathrm{ children p of node disproof_number(p);}}{\mathrm{ _}
            value(node)}\leftarrow\mp@subsup{\mathrm{ max }}{\mathrm{ children p of node value(p);}}{
    if proof_number(node) = 0
            lower_bound_cache(s) }\leftarrow\operatorname{max}(lower_bound_cache(s), value(node) )
            if disproof_number(node) =0
            upper_bound_cache(s) }\leftarrow\operatorname{min}(\mathrm{ upper_bound_cache(s), value(node) );
    node }\leftarrow\mathrm{ parent(node);
```

Figure 4.7: Bottom-up recursive update of the nodes in the computed tree.

```
function try_pruning_node( node )
    pruned }\leftarrow\mathrm{ false;
    s }\leftarrow state(node)
    if upper_bound_cache(s) exists
        if upper_bound_cache(s) \leq bound(node)
        value(node) \leftarrow upper_bound_cache(s);
        proof_number(node) \leftarrow\infty;
        disproof_number(node) }\leftarrow0\mathrm{ ;
        pruned }\leftarrow true
    if lower_bound_cache(s) exists
        if bound(node) < lower_bound_cache(s)
            value(node) \leftarrow lower_bound_cache(s);
            proof_number(node) \leftarrow0;
            disproof_number(node) }\leftarrow\infty\mathrm{ ;
            pruned }\leftarrow true
    else // lower_bound_cache(s) does not exist
        if bound(node) <h(s)
        value(node)}\leftarrowh(\mathbf{s})
        proof_number(node) \leftarrow0;
        disproof_number(node) }\leftarrow\infty\mathrm{ ;
        pruned }\leftarrow\mathrm{ true;
    if pruned
        flag node as being pruned;
    return pruned;
```

Figure 4.8: The function that tries to prune a node and if successful returns true, false otherwise.

On multi-valued trees, they suggest using pn-search to prove or disprove a lower bound on the root's value. The algorithm keeps proof and disproof numbers for each node in the game tree that indicate how many nodes in the subtree under the node have to be proved to guarantee the current bound (proof number) and how many have to be proved to break the current bound (disproof number). Based on these numbers, in each iteration, the most proving node, i.e. the node with the possibly most impact on the (dis)proof of the root's bound, is selected for expansion. The original algorithm expands nodes until the root's value is (dis)proved and then starts a new iteration with a new lower bound, finding the correct value by binary-search.

Since we want to compute optimal solutions, i.e. create an admissible algorithm, we only look at the admissible case here. In case a consistent algorithm is needed (cf. Definition 4.2), the following can be easily adopted.

In our version of pn-search, we say a state $\mathbf{s}$ is proved for a given bound $b$ if $b<h^{*}$ (s) and therefore disproved when $b \geq h^{*}(\mathbf{s})$. Additionally to (dis)proof numbers, we also give every node in the computed tree a value that is assigned analogously to TIDA* and is propagated up towards the root when the proof and disproof numbers are updated. Therefore, the iterative increase of the bound and the pruning techniques known from TIDA* can be used within this algorithm, hence the name iterative proof-number search (IPN). A pseudo code implementation can be found in Figures 4.4-4.8. Most of the syntax has been borrowed from Allis et al. [2]. However, we outline the entire algorithm to emphasize where changes have been made. The normal pn-search
routine select_most_proving_node has been altered in Lines 2 and 3, expand_node in Line 15 and update_proof_numbers in Lines 11-14. The other routines are new.

Analogous to TIDA*, our main loop iteratively increases the bound until a solution is found (Figure 4.4(a)). The algorithm keeps expanding nodes until the root is either proved or disproved (Figure 4.4(b)) and returns the value of the (dis)proved root to the main loop. When traversing the tree in search of the next node to be expanded, some nodes along the paths might be prunable because of previous updates to the upper and lower bound cache (Line 2 in Figure 4.5). Additionally, when expanding the next node pruning has to be taken into account as well (Line 15 in Figure 4.6). Furthermore, when updating the proof and disproof numbers, the upper and lower bound cache is updated (Lines 11 to 14 in Figure 4.7). The pruning itself works analogously to TIDA* (Figure 4.8).

## Theorem 4.11

Under the assumptions of Theorem 4.8 we have: $\operatorname{ipn}(\mathbf{s})=h^{*}(\mathbf{s})$.
Proof. We first show, that when ipn_iteration returns with value $v$ for a given state $\mathbf{s}$ and bound $b$ after s has been (dis)proved, we have

- if $b<v$ then $v \leq h^{*}(\mathbf{s})$ (similarly to Lemma 4.9) and
- if $b \geq v$ then $v \geq h^{*}(\mathbf{s})$ (similarly to Lemma 4.10).

Recall that within an iteration we want to prove $b<h^{*}(\mathbf{s})$ and only end the iteration if either $\mathbf{s}$ has been proved or disproved. Analogously to the proof of Theorem 4.8, the proof is by induction over intervals of $b$.

Let $n$ be a node that is encountered during the search. The two claims clearly hold if $n$ is a terminal node and if $n$ is pruned by the heuristic (see the proofs of Lemma 4.9 and 4.10 for more details). Since $h \geq 0$ and we prune whenever $b<h(\mathbf{s})$, we showed the induction hypothesis for $b<0$. In the following let $b \leq b_{0}+\epsilon$. Suppose we are in a node $n$ where the minimizer is about to move. Then $n$ is proved if and only if all its children are proved. In contrast, $n$ is disproved if and only if at least one of its children is disproved. Suppose we are in a node $n$ where the maximizer is about to move. Then $n$ is proved if and only if at least one of its children is proved and $n$ is disproved if and only if all of its children are disproved.
In the following we will consider $n$ as being either a minimum (min) or a maximum (max) node. Let $v$ be the value of $n$ after $n$ has been (dis)proved. Furthermore, let $\mathbf{s}$ be the state in $n$.

Case 1: $n$ is a min node and $n$ is proved
Hence, $b<h^{*}(\mathbf{s})$ and no pruning has been applied because all the children have to be proved for $n$ to be proved. Then, we have $b<v \leq h^{*}(\mathbf{s})$. The first inequality is proved by contradiction. Assume $v \leq b$, then we have analogously to Case 3 in the proof of Lemma 4.10 that $v \geq h^{*}(\mathbf{s})$. Note that, despite the $\alpha$-prune in Case 3 in Lemma 4.10, this particularly holds if none of the children of $n$ are pruned. Together with the assumption $h^{*}(\mathbf{s})>b$ this yields a contradiction to the assertion. Thus,
we have $b<v$. Analogously to Case 3 in Lemma 4.9 it follows that $v \leq h^{*}(\mathbf{s})$.
Case 2: $n$ is a max node and $n$ is disproved
Hence, $b \geq h^{*}(\mathbf{s})$ and no pruning has been applied. Then, we have $b \geq v \geq h^{*}(\mathbf{s})$. The first inequality is proved by contradiction. Assume $b<v$, then we have analogously to Case 4 in Lemma 4.9 that $v \leq h^{*}(\mathbf{s})$. Note that, despite the $\beta$-prune in Case 4 in Lemma 4.9, this particularly holds if none of the children of $n$ are pruned. Together with the assumption $h^{*}(\mathbf{s}) \leq b$ this yields a contradiction to the assertion. Thus, we have $b \geq v$ and analog to Case 4 in Lemma 4.10 it follows that $v \geq h^{*}(n)$.

Case 3: $n$ is a min node and $n$ is disproved
Hence, $b \geq h^{*}(\mathbf{s})$ and at least one child was visited. Then we have $b \geq v \geq h^{*}(\mathbf{s})$. Let $p$ be a disproved child (there is at least one) of $n$ and $\mathbf{s}^{\prime}$ be its state. Then $p$ is a max node and we have $h^{*}\left(\mathbf{s}^{\prime}\right) \leq b-c\left(\mathbf{s}, \mathbf{s}^{\prime}\right)$ since $p$ was disproved. Let $v^{\prime}$ be the value of $p$ after it has been disproved. Then, the induction hypothesis (cf. Case 2) can be applied since $b-c\left(\mathbf{s}, \mathbf{s}^{\prime}\right) \leq b-\epsilon \leq b_{0}$ and therefore

$$
\begin{gathered}
h^{*}\left(\mathbf{s}^{\prime}\right) \leq v^{\prime} \leq b-c\left(\mathbf{s}, \mathbf{s}^{\prime}\right) \\
h^{*}(\mathbf{s}) \leq h^{*}\left(\mathbf{s}^{\prime}\right)+c\left(\mathbf{s}, \mathbf{s}^{\prime}\right) \leq v^{\prime}+c\left(\mathbf{s}, \mathbf{s}^{\prime}\right)=v \quad \leq b
\end{gathered}
$$

Case 4: $n$ is a max node and $n$ is proved
Hence, $b<h^{*}(\mathbf{s})$ and at least one child was visited. Then we have $b<v \leq h^{*}(\mathbf{s})$. Let $p$ be a proved child (there is at least one) of $n$ and $\mathbf{s}^{\prime}$ be its state. Then $p$ is a min node and we have $b-c\left(\mathbf{s}, \mathbf{s}^{\prime}\right)<h^{*}\left(\mathbf{s}^{\prime}\right)$ since $p$ was proved. Let $v^{\prime}$ be the value of $p$ after it has been proved. Then, the induction hypothesis (cf. Case 1) can be applied since $b-c\left(\mathbf{s}, \mathbf{s}^{\prime}\right) \leq b-\epsilon \leq b_{0}$ and therefore

$$
\begin{gathered}
b-c\left(\mathbf{s}, \mathbf{s}^{\prime}\right)<v^{\prime} \leq h^{*}\left(\mathbf{s}^{\prime}\right) \\
b<v+c\left(\mathbf{s}, \mathbf{s}^{\prime}\right)=v \leq h^{*}\left(\mathbf{s}^{\prime}\right)+c\left(\mathbf{s}, \mathbf{s}^{\prime}\right) \leq h^{*}(\mathbf{s}) .
\end{gathered}
$$

Therefore, the above implications for IPN iterations have been shown. The rest of the proof, i.e. termination and admissibility, is analog to the proof of Theorem 4.8. Note that as a consequence we keep proving the root until the second last iteration. Within the last iteration the root is disproved.

Note, that this algorithm can easily be turned into a consistent algorithm by using a consistent heuristic $h$, pruning at $d=0$ and caching with regards to $d$. Then $\operatorname{ipn}(\mathbf{s})=h^{*}(\mathbf{s}, d)$ (without any further assumptions).

There are several improvements possible to this generic version of IPN. First, the procedure that updates the proof numbers (see Figure 4.7) can be stopped whenever the proof and disproof numbers of a parent do not change. Submitting this parent to the subsequent call to select_most_proving_node, as suggested for pn-search [2], is not a good idea. When restarting the search from the root node, it might be possible to prune before reaching the suggested parent. Second, subtrees under (dis)proved
nodes can be deleted to reduce the space needs. Third, we can keep references to all identical states in a transposition table. When a node is (dis)proved, this transposition table can be used, to evoke updates on the transpositions and their parents.

The main drawback of IPN is its space complexity because the computed game tree has to be kept in memory. Even with the above enhancements the algorithm does a rather poor job on the cops and robber domain. This is because the game tree grows exponentially although the size of the move graph is well bounded. To face this problem, our implementation uses a version of depth-first proofnumber search (df-pn-search) [60] rather than pure pn-search. Df-pn-search keeps a transposition table with stored (dis)proof numbers and searches similar to recursive best-first search. In fact, the order in which df-pn-search expands new nodes is the same as for pn-search. Unfortunately, dfpn -search is not complete for cyclic graphs and the move graph of the cops and robber domain has many cycles. This can be resolved by either using the general solution to the GHI [42] problem or by storing the states with respect to the $g$-cost at which they are encountered. The latter is more practical for the cops and robber domain since most states are only reencountered at a very small number of different depths. The only difference of our implementation to the original version of df-pn-search is that our algorithm always returns to the root node before traversing the transposition table to find the next node to be expanded. In contrast, df-pn-search recursively keeps exploring without necessarily returning to the root.

### 4.4 Reverse Minimax A*

Two-player game-tree search usually begins from a starting position and works towards possible goal positions, i.e. top-down. This search is difficult because the computation begins with one initial position, the root of the game tree, and computes towards multiple possible terminal nodes. From a single agent search perspective, the other way around, i.e. bottom-up, seems to be easier since computation works from multiple terminal states towards only one goal state. The underlying hope is better use of heuristics since only one goal is involved. Furthermore, bottom-up approaches have been used successfully in the computation of endgame databases, e.g. in checkers [71]. We develop Reverse Minimax $A^{*}\left(\right.$ RMA* $\left.^{*}\right)$ which is a bottom-up algorithm and makes use of a backward heuristic. A retrograde analysis algorithm has been developed by Hahn and MacGillivray [33] (see Section 3.1 for an outline of an improved version). We use this algorithm to search for one particular given initial state and incorporate a heuristic function to speed up the search.

An outline of the algorithm in pseudo code is given in Figures 4.9 and 4.10. Consider Figure 4.11 as a sample computation. RMA* sets the value of the terminal states and pushes all their neighbors on an open queue (Figure 4.10 (a)). Of course, this assumes that there is a finite set of terminal states and that they can be enumerated. This holds true in the cops and robber domain. In fact the number of terminal states in cops and robbers is bounded by $k n^{k}$ since all the $k$ cops can choose arbitrary positions in the graph and the robber has to be at the same vertex as one of the cops. (Using the

```
function rma(g)
    if g}\mathrm{ is a terminal state return terminalcost(g);
    set_terminal_states_values(g);
    while openqueue not empty
        pop node p from openqueue that has smallest fcost;
        s }\leftarrow\operatorname{state}(p)
        if s}=\mathbf{g}\mathrm{ return gcost(p);
        if (cost_cache(s) not set) or
            (cost_cache(s)>gcost(p))
        cost_cache(s) }\leftarrow\operatorname{gcost}(p)
        if Min's turn in s
            for all predecessors s' of s
            v}\leftarrow\mathrm{ compute_max_value( s' );
            if (cost_cache(s') is not set and v}\not=\infty)\mathrm{ or
                (cost_cache(s') is set and cost_cache(s')}>>v\mathrm{ )
                push a node on openqueue with state }\leftarrow\mp@subsup{\mathbf{s}}{}{\prime},\mathbf{gcost}\leftarrowv,\textrm{fcost}\leftarrowv+h(\mathbf{g},\mp@subsup{\mathbf{s}}{}{\prime})
        else // Max's turn in s
            for all predecessors s' of s
            v}\leftarrowc(\mp@subsup{\mathbf{s}}{}{\prime},\mathbf{s})+\operatorname{gcost}(p)
            if (cost_cache(s') is not set) or
                (cost_cache(s')}>>v
                push a node on openqueue with state }\leftarrow\mp@subsup{\mathbf{s}}{}{\prime},\mathbf{gcost}\leftarrowv,\textrm{fcost}\leftarrowv+h(\mathbf{g},\mp@subsup{\mathbf{s}}{}{\prime})\mathrm{ ;
    return }\infty\mathrm{ ;
```

Figure 4.9: Reverse Minimax A*.
procedure set_terminal_states_values (g)
for all terminal states $s \in S$
cost_cache $(\mathbf{s}) \leftarrow$ terminalcost(s);
if Max's turn in $\mathbf{s} / /$ Min moved last
for all predecessors $s^{\prime}$ of $\mathbf{s}$
push a node on openqueue with state $\leftarrow \mathbf{s}^{\prime}$,
$\mathbf{g} \operatorname{cost} \leftarrow c\left(\mathbf{s}^{\prime}, \mathbf{s}\right)$, fcost $\leftarrow \mathbf{g c o s t}+h\left(\mathbf{g}, \mathbf{s}^{\prime}\right) ;$
return;
function compute_max_value( s )
$r \leftarrow-\infty$; // result variable
for all successors $s^{\prime}$ of $s$
if cost_cache ( $\mathbf{s}^{\prime}$ ) is not set return $\infty$;
$r \leftarrow \max \left(r, c\left(\mathbf{s}, \mathbf{s}^{\prime}\right)+\operatorname{cost}\right.$ cache $\left.\left(\mathbf{s}^{\prime}\right)\right) ;$
return $r$;
(b) Computation of the value of a max node in RMA*.

[^0]Figure 4.10: RMA* subroutines.


Figure 4.11: Part of the search tree and RMA*'s bottom-up computation.
techniques in Section 3.2 this bound can be reduced to $n\binom{n+k-2}{k-1}$ ). Note that this bound increases exponentially with the number of cops and hence computation becomes infeasible when many cops are used. Note further that when all agents are allowed to pass their turns, it is always the cops that move last in an optimal solution. Therefore, in set_terminal_states_values (Figure 4.10(a)) it is only necessary to push states onto the queue in which the minimizer has to move. When the agents cannot pass their turns, i.e. have to move to a different location in each step, all states have to be pushed onto the queue.

The open queue is sorted in increasing order of estimated path-cost, i.e. f-cost. Encountered states in which the minimizer is to move can be pushed onto the open queue immediately. Encountered states in which the maximizer is to move are delayed until all their successors are set (see Figure 4.11). This is done by giving back a value of $\infty$ in compute_max_value if not all the children are set and ignoring such a state in Line 12 (Figure 4.9). When all successors of a max state are assigned a value, the last successor that is set will push the max state onto the open queue since compute_max_value will then return the maximum of the values of all successors.

## Theorem 4.12

Let $h$ be an admissible backward heuristic. Let further $c\left(\mathbf{s}, \mathbf{s}^{\prime}\right)>0$ for all $\mathbf{s}, \mathbf{s}^{\prime} \in S\left(\mathbf{s} \neq \mathbf{s}^{\prime}\right)$ and $1<|S|<\infty$. Then $\operatorname{rma}(\mathbf{s})=h^{*}(\mathbf{s})$.

Proof. We first prove that RMA*'s assigned values, via cost_cache, are upper bounds on the values of the game starting in the respective state. Note that if the value of the game starting in a state $\mathbf{s}$ is infinite, s will not be assigned a value due to Line 12 (Figure 4.9). We prove that if s is assigned a value then this value is an upper bound on the game starting in $s$. This is proved by induction
beginning at the terminal nodes and inductively working our way up in the game tree. Therefore,

$$
\text { cost_cache }(\mathbf{s})=\text { terminalcost }(\mathbf{s}) \geq h^{*}(\mathbf{s})
$$

forms our induction basis. Note that cost_cache(s) is only set once for terminal nodes. For nonterminals cost_cache(s) might be set multiple times. However, as our induction basis we can assume that whenever cost_cache(s) is set for a state $\mathbf{s}$ (for the first time and thereafter), we have cost_cache $(\mathbf{s}) \geq h^{*}(\mathbf{s})$.

Now let $\mathbf{s}$ be a state in which the minimizer is about to move. Let $\mathbf{z}$ be the max state from which $\mathbf{s}$ has been pushed onto the open queue. Note that s can be pushed onto the open queue multiple times but is only assigned a value, when $s$ is first popped from the queue or a smaller $g$-cost is encountered. Without loss of generality we say $\mathbf{z}$ is the state that pushed the node with state $\mathbf{s}$ onto the queue that will be used to assign a value to $s$ (at any given time). Then,

$$
\begin{aligned}
h^{*}(\mathbf{s}) & =\min _{\text {successors } \mathbf{s}^{\prime} \text { of } \mathbf{s}}\left(c\left(\mathbf{s}, \mathbf{s}^{\prime}\right)+h^{*}\left(\mathbf{s}^{\prime}\right)\right) \\
& \leq c(\mathbf{s}, \mathbf{z})+h^{*}(\mathbf{z}) \\
& \leq c(\mathbf{s}, \mathbf{z})+\text { cost_cache }(\mathbf{z}) \\
& =\text { cost_cache }(\mathbf{s})
\end{aligned}
$$

Let $s$ be a state in which the maximizer is about to move. Note first that $s$ is only assigned a value if all its successors are set (to a value less than $\infty$ ). It follows that

$$
\begin{aligned}
h^{*}(\mathbf{s}) & =\max _{\text {successors } \mathbf{s}^{\prime} \text { of } \mathbf{s}}\left(c\left(\mathbf{s}, \mathbf{s}^{\prime}\right)+h^{*}\left(\mathbf{s}^{\prime}\right)\right) \\
& \leq \max _{\text {successors } \mathbf{s}^{\prime} \text { of } \mathbf{s}}\left(c\left(\mathbf{s}, \mathbf{s}^{\prime}\right)+\text { cost_cache }\left(\mathbf{s}^{\prime}\right)\right) \\
& =\text { cost_cache }(\mathbf{s}) .
\end{aligned}
$$

We now prove that RMA* terminates. This is due to the fact that every state is only assigned a value finitely many times and is disregarded if no assignment takes place (Line 7 and 7a Figure 4.9). Let $\mathbf{s} \in S$. Whenever $\mathbf{s}$ is assigned a value if follows from the above that this value is an upper bound on the value of the game starting in $\mathbf{s}$. Let $\epsilon=\max _{\mathbf{s}^{\prime}, \mathbf{s}^{\prime \prime} \in S} c\left(\mathbf{s}^{\prime}, \mathbf{s}^{\prime \prime}\right)>0$ (note that the maximum exists since $|S|<\infty)$. Let $M$ be the value that was first assigned to $s$. Then, at the moment of first assignment, the path computed from $\mathbf{s}$ to the terminal nodes is at most of length $d=\frac{M}{\epsilon}$. Therefore, there are at most

$$
1+|S|+|S|^{2}+\ldots+|S|^{d}=\frac{|S|^{d+1}-1}{|S|-1}<\infty
$$

paths that have a cost of less or equal to $M$. Furthermore, s will only be assigned a new value if the new encountered g-cost is smaller than the current. Hence, there are only finitely many values that can be assigned to $s$. This proves the termination of RMA*.

RMA* is complete, i.e. it assigns a value to a state $\mathbf{s}$ if and only if there is a solution for this state. Given an assignment of $s$ by RMA* we know that this assignment is an upper bound, hence
a solution exists. If there is a solution, RMA* will assign a value since it eventually explores the entire game tree (regardless of the heuristic function) and terminates due to the above.

Now, we want to prove admissibility of RMA* when using an admissible backward heuristic $h$. If there is no solution for $\mathbf{s}$, i.e. the solution length is $\infty$, RMA* returns $\infty$ at the end of its iteration. Therefore, RMA* is clearly admissible in this case. In the case where there exists a solution, we will prove that the returned value is also a lower bound on the state's real value. RMA* terminates when the root $\mathbf{s}$ is first popped from the open queue. Let $r$ be the node that has been popped. At that moment, we have

$$
\operatorname{fcost}(r)=\operatorname{gcost}(r)+h(\mathbf{s}, \mathbf{s}) \leq \operatorname{gcost}(p)+h(\mathbf{s}, \operatorname{state}(p))
$$

for all $p$ on the open queue. Since $0 \leq h(\mathbf{s}, \mathbf{s}) \leq h^{*}(\mathbf{s}, \mathbf{s})=0$ we have

$$
\begin{equation*}
\operatorname{gcost}(r) \leq \operatorname{gcost}(p)+h(\mathbf{s}, \operatorname{state}(p)) \leq \operatorname{gcost}(p)+h^{*}(\mathbf{s}, \operatorname{state}(p)) \tag{4.1}
\end{equation*}
$$

The last term in (4.1) is a lower bound on the cost of a playout that terminates in a terminal state and goes through state $(p)$. Hence, all possible playouts, induced by the remaining nodes on the open queue, that have not already been considered achieve a higher cost. Therefore, rma(s) $\leq h^{*}(\mathbf{s})$. In summary, if $h^{*}(\mathbf{s})=\infty$ then $\operatorname{rma}(\mathbf{s})=\infty$, if $h^{*}(\mathbf{s})<\infty$ then $\operatorname{rma}(\mathbf{s}) \leq h^{*}(\mathbf{s}) \leq \operatorname{rma}(\mathbf{s})$.

When searching in a single-agent domain with an algorithm like $A^{*}$, an admissible and consistent heuristic will never re-expand nodes during the search. We encountered a similar phenomena with RMA*. When using the heuristic from Section 4.5, RMA* did not have to re-expand nodes. Unfortunately, this heuristic is not consistent in the single-agent search manner, i.e. the heuristic can differ by more than the edge cost (in the move graph) from one state to the next. The immediate assumption that RMA* never re-expands nodes is wrong. When using an admissible heuristic and randomly introducing zeros for some states, RMA* had to re-expand nodes. Correct computation and the re-expansion is ensured by Lines 7a, 12a and 17a (Figure 4.9). More research is required to fully understand the properties of a backward heuristic that are needed to keep RMA* from reexpanding nodes.

### 4.5 Experiments

We test the algorithms in the previous sections on 1-cop-win graphs and 2-cop-win graphs. We measure the performance of the algorithms in terms of node expansions, nodes touched and computation time ${ }^{1}$.

We set all edge costs to one and the cost for passing a turn is set to one as well. All the algorithms require forward or backward heuristics. Recall that a forward heuristic is an estimate on the number of turns that the cops and robber take until capture. An estimate can be computed by assuming the
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Figure 4.12: Visualization of the different distance measures used to compute admissible forward and backward heuristics.
robber stays still and the cops move towards him. The distance between the cops and robber can be estimated using a distance metric, what would normally be a heuristic for single-agent search (for a visualization see Figure 4.12, the robber is at $r$ and the cop at $c_{1}$ and $d\left(c_{1}, r\right)$ measures the distance of these two positions). Let $d$ be such a distance metric that is consistent in the single-agent search sense, i.e. $d: V(G) \times V(G) \rightarrow \mathbb{R}$ and $d(v, w) \leq d\left(v^{\prime}, w\right)+c\left(v, v^{\prime}\right)$ for all $v v^{\prime} \in E(G)$. Then, the following forward heuristic is consistent and admissible.

$$
h(\mathbf{s})=\left\{\begin{array}{cc}
0 & \mathbf{s} \text { is a terminal state } \\
2 \max _{1 \leq i \leq k} d\left(\mathbf{r}, \mathbf{c}_{i}\right)-\operatorname{turn}(\mathbf{s}) & \text { otherwise, where } \mathbf{s}=\left(\mathbf{r}, \mathbf{c}_{1}, \ldots, \mathbf{c}_{k}, \operatorname{turn}(\mathbf{s})\right)
\end{array} .\right.
$$

The factor of two is because the cops only get to move once every two turns while the robber stays still. Therefore, a distance metric underestimates by approximately a factor of two, depending on whose turn it is.

For RMA* we used the following admissible backward heuristic: Let $\mathbf{g}_{r}$ and $\mathbf{g}_{c, i}$ be the goal (i.e. initial position of the game play), $\mathbf{p}_{r}$ and $\mathbf{p}_{c, i}$ the current positions of the robber and the cops $(1 \leq i \leq k)$ as indicated in Figure 4.12. We assume all agents traveled from their initial position towards their current position on a shortest path. The shortest path itself can be estimated with a given distance metric $d$. Hence, let $d_{r}$ and $d_{c, i}$ be the distance from the robber and the cops to their goal locations, i.e. $d_{r}=d\left(\mathbf{p}_{r}, \mathbf{g}_{r}\right)$ and $d_{c, i}=d\left(\mathbf{p}_{c, i}, \mathbf{g}_{c, i}\right)$. Then,

$$
h\left(\left(\mathbf{p}_{r}, \mathbf{p}_{c}, t\right),\left(\mathbf{g}_{r}, \mathbf{g}_{c}, g_{t}\right)\right)=\max _{1 \leq i \leq k}\left\{\begin{array}{cc}
2 \max \left\{d_{r}, d_{c, i}\right\} & t=g_{t}  \tag{4.2}\\
2 d_{r}+1 & d_{r}=d_{c, i}, t \neq g_{t} \\
2 d_{c, i}-1 & d_{r}<d_{c, i}, t=1, g_{t}=0 \\
2 d_{c, i}+1 & d_{r}<d_{c, i}, t=0, g_{t}=1 \\
2 d_{r}+1 & d_{r}>d_{c, i}, t=1, g_{t}=0 \\
2 d_{c, i}-1 & d_{r}>d_{c, i}, t=0, g_{t}=1
\end{array}\right.
$$

is an admissible backward heuristic.
When using this heuristic with the optimizations in Section 3.2, i.e. when the positions of the cops are not distinguished, it is not possible to compute $d_{c, i}$ correctly since the $i$ th cop in the current position is not necessarily the $i$ th cop in the goal position. Hence, the lower bound

$$
\begin{equation*}
d_{c, i}=\min _{1 \leq j \leq k} d\left(\mathbf{p}_{c, i}, \mathbf{g}_{c, j}\right) \tag{4.3}
\end{equation*}
$$



Figure 4.13: A 40x40 map from the third set.
is used together with (4.2).
When only one cop is considered ( $k=1$ ), the above heuristics differ much in accuracy depending on the choice of the distance metric $d$. This is due to the fact that there are no obstacles present and hence the maps have a somewhat maze-like structure (see Figure 4.13). The more accurate the metric $d$, the better the quality of the heuristic. Therefore, we experiment with three choices for $d$. First, we consider the uninformed heuristic, i.e. $d \equiv 0$. Second, let $\left(v_{x}, v_{y}\right)$ and $\left(w_{x}, w_{y}\right)$ be the coordinates of $v$ and $w$, respectively. Then, the maximum norm distance metric is defined as

$$
d_{\infty}\left(\left(v_{x}, v_{y}\right),\left(w_{x}, w_{y}\right)\right)=\max \left\{\left|v_{x}-w_{x}\right|,\left|v_{y}-w_{y}\right|\right\}
$$

Third, we consider the perfect distance metric $d_{\text {perfect }}$ that returns the exact graph distance of two vertices. When using the uninformed metric in RMA*, we refer to the algorithm as RA. It is referred to as normal or improved RMA* when $d_{\infty}$ or $d_{\text {perfect }}$ is used, respectively. Equivalently, TIDA* is referred to as normal or improved when $d_{\infty}$ or $d_{\text {perfect }}$ is used, respectively. The perfect distance metric can be expensive to compute. But, as will be seen, the experimental results suggest that a good heuristic can have a large effect on the work required to compute optimal solutions.

When multiple cops are used, the minimization in (4.3) effectively nullifies the improvements of a better distance metric. Moreover, due to the structure of the maps, usual approximate distance metrics, e.g. the maximum norm distance metric, are more accurate in this case. Hence, we only report the results for the above distance metrics for verification although analysis with $d_{\infty}$ would be sufficient.

### 4.5.1 1-cop-win graphs

We tested maps of size $15 \times 15$ (first set), 20x20 (second set), $40 \times 40$ (third set) and $60 \times 60$ (fourth set). One representative map from the third set is plotted in Figure 4.13. Set one and two contain 15 maps each. Set three and four contain 20 maps each. On each map, we generated 1000 random initial locations for the cop and the robber. To guarantee termination of the experiments with IPN we restricted the solution length to a maximum of 31 while generating the problem instances for set one. Since in a computer game the cop and the robber can be spawned anywhere in the map, our


Figure 4.14: Performance of IPN, $\alpha-\beta$, TIDA* and RMA* on set one ( $15 \times 15$ maps).
focus is on solving the game for any initial position. Therefore we sampled the initial locations at random. If we focused on the mathematical definition of the cops and robber problem, the initial location selection would have to be included into the robber's strategy.

We report the number of nodes expanded, nodes touched and computation time plotted against the solution length. The solution length can also be interpreted as the depth of the search tree that has to be searched to find a solution. To generate meaningful statistics, all values for set three and four are grouped together into buckets of 5 and are averaged over these buckets. For set one and two the values are directly averaged over the instances for each solution length. Plots for all sets can be found in Figures 4.14-4.17.

On the first set of maps we can observe that the number of node expansions in IPN is less than the number of node expansions in TIDA* (Figure 4.14(a)). This is because IPN only expands nodes that have a high chance of proving the root's value and it has actually been designed to expand as few nodes as possible. However, the difference is relatively small even though we plot using a logarithmic scale. Due to the update operations of the (dis)proof numbers in each iteration IPN clearly touches more nodes than any other algorithm (Figure 4.14(b)) since it iterates over the entire expanded game tree. This gets particularly significant when the depth increases and the game tree grows exponentially. Furthermore, this causes a high increase in computation time compared to all other algorithms and in particular to TIDA* (Figure 4.14(c)).

Since node expansions are computationally cheap in the cops and robber domain, IPN is not the best algorithm to use. Nonetheless, when coping with domains where node expansions are


Figure 4.15: Performance of $\alpha-\beta$, TIDA* and RMA* on problem set two ( $20 \times 20$ maps).


Figure 4.16: Performance of TIDA*, TIDA* improved, RA, RMA* and improved RMA* on problem set three ( $40 \times 40$ maps).


Figure 4.17: Performance of TIDA*, TIDA* improved, RA, RMA* and improved RMA* on problem set four ( $60 \times 60 \mathrm{maps}$ ).
expensive and the state space is large (which means that there is a large number of goal states, rendering RMA* inapplicable), IPN might do much better since it is the algorithm out of the three top-down approaches that expands the fewest nodes.

When testing with the first set of maps, we can already perceive the increase of node expansions in the $\alpha-\beta$ algorithm compared to the other approaches. Although transposition tables are used, this increase still seems to be exponential in the depth of the computed game tree. It can be seen from Figure 4.15 that $\alpha-\beta$ expands and touches an order of magnitude more nodes than TIDA* and RMA*, causing much higher runtimes on the second set of maps.

Since we implemented RMA* with a standard priority queue, the cost of maintaining the queue in sorted order and having to push up all terminal states before starting the search dominates the actual search time. Therefore, for small solution lengths, TIDA* dominates RMA* (see Figure 4.16(c)). Within computer games, edge costs are often approximated to be able to bucket path costs within priority queues, e.g. for path finding. Under this assumption, the f-costs in RMA*'s priority queue can be sorted in buckets and access to the priority queue can be realized in constant time. It can be seen from Figure 4.16 that TIDA* expands and touches an order of magnitude more nodes than RMA* when used for problems with long solution lengths from the third set of maps. Here, even using an unoptimized open queue in RMA* pays off compared to TIDA* with respect to time (Figure 4.16(c)).

Our experiments on the third and fourth set (Figures 4.16 and 4.17) reveal another interesting fact. When used with maximum norm distance metric RMA* yields similar performance as with


Figure 4.18: Performance of TIDA*, TIDA* improved, RA, RMA* and improved RMA* on 2-copwin graphs.
the uninformed metric. This is due to the nature of our test maps that are all scaled mazes. Here, $d_{\infty}$ is highly inaccurate. Therefore, when used with perfect distance metric, RMA* scales much better yielding speedups by more than a factor of three. Since maps that inherit $k$-cop-win graphs can have obstacles and thus are not scaled mazes anymore, $d_{\infty}$ will be far more accurate on these maps. Therefore, it is to be expected that normal RMA* will experience greater speedups compared to RA on such maps (see Subsection 4.5.2).

The largest maps we have solved here are of size $60 \times 60$. Solving larger maps is possible but prolongs statistically significant experiments considerably. It can be seen in Figure 4.17(c) that RMA*'s computation time requirement is very low when used with an adequate heuristic. RMA* improved only needs about 10 s to compute solutions that involve more than 500 steps, i.e. the depth of the game tree is greater than 500 .

### 4.5.2 2-cop-win graphs

We also like to evaluate the performance of the algorithms on more complex maps. Here, only RMA* and TIDA* will be evaluated since IPN and Minimax have already proved to be unsuitable within the previous experiments. We used four maps from the commercial game Baldur's Gate, the smallest having 175 and the largest having 558 vertices. When choosing octile maps (cf. Definition 2.8 ) as the underlying graph representation all these maps become 2-cop-win. We generated 1000 random initial positions for two cops and one robber for each map. Furthermore, we used the optimizations from Section 3.2.

Again, we measured the number of node expansions, nodes touched and computation time necessary to solve the problems. The results are averaged over the solution length and are depicted in Figure 4.18. TIDA* and TIDA* improved perform very similar and have the same curves in these plots. The trends remain the same as in the 1-cop-win graph experiments. However, we can perceive that using a better distance metric for the construction of the forward and backward heuristic does not gain better performance of the algorithms. This is, as explained above, due to the fact that $d_{\infty}$ is more accurate on these more natural maps, hence the difference between $d_{\infty}$ and $d_{\text {perfect }}$ is small, and the minimization in (4.3) counteracts the improvement in the distance metric. Hence, the overhead of computing $d_{\text {perfect }}$ is not justified when multiple cops are used. However, using heuristic guidance is highly important since the RA algorithm, i.e. RMA* with uninformed heuristic, performs significantly worse than RMA* with heuristic guidance due to $d_{\infty}$ or $d_{\text {perfect }}$.

The above experiments show that our optimal approaches scale well with respect to the map size. However, analog to the RA algorithm, it is apparent that computation time requirements are, despite all improvements, impractical for online use in modern computer games particularly when multiple cops are used (cf. Figure 4.18(c)). Hence, there is a need to move away from optimal to suboptimal approaches which we will do in the next chapter.

### 4.6 Summary and open problems

Within this chapter we have explored algorithms to compute optimal solutions when one initial position is given. We investigated three top-down algorithms, Minimax, Two-Agent IDA* and Iterative Proof-Number Search. We showed how the later two algorithms can be enhanced with caching. Additionally, we used iterative bound increase in Iterative Proof-Number Search. These modifications enable feasible application of the algorithms to the cops and robber domain. Furthermore, we developed a new algorithm, Reverse Minimax A*, that introduces heuristic search into the retrograde analysis algorithm from the previous chapter.

Our comprehensive experiment on multiple types of maps showed that our algorithm, RMA*, outperforms all other approaches for long solutions lengths. For small solution lengths, TIDA* is the method of choice since RMA* performs an initial overhead computation to assign all terminal states and keeps a sorted priority queue.

It is an open question when RMA* does not have to re-expand nodes, i.e. what the properties of an admissible backward heuristic are that guarantees such behavior. Furthermore, we suspect that it is possible to decrease the initial overhead computation in RMA* of assigning a value to all terminal states and pushing their neighbors onto the priority queue before the search begins. Since not all terminal states might be reachable from the initial state via optimal play, it seems likely that only a small subset of terminals have to be considered initially and if needed more terminals can be set later during the search. More research is needed to solve these problems.

## Chapter 5

## Approximative algorithms

The mistakes are all waiting to be made.
Chess master Savielly Grigorievitch Tartakower (1887-1956) on the game's opening position

Today's computer games are played on very large maps but have tight bounds on resource usage, especially computation time. Although the algorithms used in Chapter 4 scale well with increasing map size, their computational requirements become infeasible on very large maps. Therefore, computing optimal policies is not practical for usage in modern computer games or any other application that requires solutions in realtime. This gives rise to two problems. First, policies have to be computed quickly. Second, the computed strategies should exhibit intelligent behavior. This can be achieved by computing near optimal strategies, hence our goal is to compute very good approximations of an optimal strategy. If less optimal strategies are needed, it is always possible to degrade a near optimal approach.

Within this chapter, we will outline previous approaches, including Cover [36], Dynamic Abstract Minimax (DAM) [15], a random beacon algorithm, minimax and hill climbing with distance heuristic. Then, we will introduce two new approaches, TrailMax and Dynamic Abstract TrailMax (DATrailMax), that also compute approximate solutions. To measure the performance of the algorithms various experiments will be conducted.

Besides the above mentioned approaches there are various learning and any-time algorithms in the literature $[38,39,44]$. However, these algorithms require repetitions of the capture scenario to learn how to capture a target or how to run away from a pursuer. Since in computer games the algorithms have to work on potentially unknown maps immediately, our focus is on algorithms that compute move policies without having to repeat the game. Hence, we do not study these learning algorithms here.

As this thesis includes the first study of optimal algorithms, previous work in cops and robbers/moving target search has not, whether for the pursuer or the target, compared its methods against optimal policies. This thesis is the first to conduct a study of all the above target algorithms with respect to their achieved suboptimality. Isaza et al. [37] compared their pursuer algorithm,

Cover with Risk and Abstraction (CRA), to a best-response against some of the here studied target algorithms. However, they do not study how exploitative these target algorithms are. Using the RA algorithm (cf. Section 3.1) we compute a best-response for the above target algorithms and conduct experiments to evaluate their exploitability.

Since our focus is on the target and the cop is potentially played by a human player, we concentrate on the one-cop-one-robber problem here. However, all the following methods can easily be extended to multiple cops. Furthermore, we are interested in playing on typical video game maps that include obstacles. Hence, one cop cannot catch a robber that plays optimal when both agents play with the same speed. To enable execution of experiments, i.e. many simulations of the game, we have to decide between one of the three ways to guarantee termination: the target moves suboptimally from time to time, the game is ended after a certain number of steps, or the cop is faster than the target. The first possibility contradicts our wish to compute near-optimal policies for the robber. The second choice is problematic due to the choice of timeout conditions. Furthermore, it does not measure the full amount of suboptimality generated by a given strategy because the game is truncated after the timer runs out. Moreover, it is easy to construct an algorithm that achieves optimal results in this game: detect all cycles around obstacles of length greater or equal to four in the map, run to a cycle where the cop cannot capture the robber before reaching the cycle, and exploit the cycle. Therefore, we allow the cop to be faster than the robber. For simplicity we allow the cop to make $d$ subsequent moves when the robber only gets one, i.e. to move to any location within a radius of $d$ of his current position.

In the following, we will subsequently discuss the random beacon algorithm in Section 5.1, Dynamic Abstract Minimax in Section 5.2, Cover and our variation in Section 5.3, and our two new methods TrailMax and Dynamic Abstract TrailMax in Section 5.4. After, we will conduct an experiment where all these target algorithms, plus Minimax and hill climbing with the distance heuristic, are run against a Nash equilibrium playing cop in Subsection 5.5.1. This measures the suboptimality of the algorithms and we study their computational performance during these experiments. To evaluate the algorithms' exploitability, we compute best responses for some of these algorithms in a second experiment in Subsection 5.5.2. We further discuss the differences in results between our experiments and other known results for the algorithm Cover in Subsection 5.5.3.

### 5.1 Random Beacon Algorithm

Heuristics are estimates on the value of the game starting in given initial positions. These estimates need to be computed very quickly. Hence, heuristic evaluation is fast and can be done several times without great impact on computation time. A fast greedy algorithm can therefore perform hill climbing with a given heuristic function. That means, given a current state, the algorithm evaluates all successor states with the given heuristic function and chooses to move to one of the, possibly multiple, best successors. This is the method underlying the Greedy and Cover algorithm within the


Figure 5.1: Illustration of the random beacon algorithm. $r$ and $c$ signify the positions of the robber and cop, respectively. The small dots are the positions of the beacons.
experiments in Section 5.5. Greedy uses the consistent forward heuristic from the previous chapter and Cover uses the Cover heuristic (cf. Section 5.3).

The random beacon algorithm is an improvement over a greedy method. It uses a number of beacons that it distributes over the map. Consider Figure 5.1 for an illustration of the computation. The big dot labeled with $r$ is the current position of the robber and the big dot labeled with $c$ represents the position of the cop. Beacons, the small dots, are distributed randomly across the map. Then, each beacon is evaluated using its heuristic distance to the cop's position, the dashed lines. Afterwards, the robber chooses to run to the beacon that is heuristically furthest away from the cop's position. He then plans a path towards this beacon with PRA* [76].

It is crucial to the algorithm that beacons are distributed uniformly over the map. For example, consider the situation where the beacon $i$ (Figure 5.1) would not be sampled. In this case the robber will have to move towards the cop since all other beacon positions point in that direction. Furthermore, when the robber is in an outlier, e.g. the edge of the map or a corner, he will move into the inside of the map with high probability since most beacons will be sampled there. Besides other problems (cf. Subsection 5.5.1), this can cause very suboptimal behaviour particularily in the endgame.

The number of beacons that the algorithm distributes is a parameter that we will call $b$ in the following. Furthermore, we introduce a second parameter. Since the result of a computation is a path that has been generated by PRA*, we choose to follow this path for a number of $m$ steps. Hence the name randombeacons $(b, m)$. Note that it is also possible to choose a fraction of the path length that will be followed rather than an absolute number of steps. However, we do not investigate this alternative here.


Figure 5.2: Map abstraction for DAM.


Figure 5.3: DAM computation on cycles.

### 5.2 Dynamic Abstract Minimax

Dynamic Abstract Minimax (DAM) was first proposed by Bulitko and Sturtevant [15]. This algorithm assumes that various resolutions of abstract maps are available, where an abstract map is created by taking sets of states in an original map and merging them together to form a more abstract map (see Definition 7.11 for the mathematical definition of an abstraction). DAM chooses an initial level of abstraction and then computes a minimax solution to a fixed depth. If the robber cannot avoid capture at that level of abstraction, computation proceeds to the next lower level of abstraction. We illustrate this in Figure 5.2. In the abstract map two sets of 9 states have been abstracted together to form a 2-node graph. The cop can catch the robber in one move in the abstract graph, so DAM will search again on the lower level of abstraction. Assume there are $\ell$ levels of abstraction and the cop and the robber occupy distinct nodes up until level $m$. The original algorithm begins planning at level $m$. Running the experiments in Section 5.5 for multiple fractions of $m$ showed that starting at level $m / 2$ is superior. We report the results for $m, \frac{3}{4} m, \frac{1}{2} m$ and $\frac{1}{4} m$.

If the robber can escape, an abstract goal destination is selected and projected onto the actual map. PRA* is used to compute a path to that node which is subsequently followed for one step. Since only the goal destination is projected onto the ground level, DAM can make mistakes when cycles exist in the strategy. For example, consider the cycle depicted in Figure 5.3. Let the robber and cop be on the positions indicated with $r$ and $c$, respectively. The solution is to run around the cycle, indicated by dashed lines, but after four steps for the robber and four steps for the cop,


Figure 5.4: Example where the original tie breaking of the cover heuristic computation can cause the robber to remain in $v$ instead of going to $w$.
the robber will reach the initial position of the cop. Hence, when computing with depth eight, the robber will run towards the cop. An immediate solution to this problem is to make DAM only refine one abstract step. However, running the experiments in Section 5.5 for such a variant showed that the original algorithm, despite its flaws, achieves slightly better results. Nonetheless, we report the results for both variants.

We use the same idea of using abstractions to speedup our own work. Our algorithm, DATrailMax, selects level $m / 2$ as the first level of abstraction, solves the problem on this level and proceeds to the next lower level if the robber cannot survive long enough. Otherwise, the abstract solution path is refined into a ground level path.

### 5.3 Cover

The Cover algorithm, as a state-of-the-art algorithm for moving target search, has been used for both, the cop and the robber [37]. It consists of a heuristic combined with a hill climbing algorithm. The heuristic evaluates a given state, i.e. the positions of cops and robber, for an agent. This is done by computing the area of the graph that the agent can reach before any other agent. The heuristic returns the number of nodes of this area. Hill climbing then evaluates the heuristic for each possible successive position of the agent and chooses the position with the maximal heuristic value. The algorithm is motivated by the proof that three cops are sufficient to catch a robber in a planar graph [1] where covered area plays an important role.

The original algorithm breaks ties by assigning the nodes on the border between two covered areas to the cop. However, this causes the heuristic to be inaccurate for the cop even for simple problems like a 1-dimensional path of length 4 or 5 . When using the heuristic for the pursuers, Isaza et al.[37] use a notion of risk to increase the pursuer's aggressiveness and circumvent this inaccuracy for the cop. Nevertheless, such enhancements were not used with Cover as a target algorithm.

As an example of inaccuracy for the robber, consider the graph in Figure 5.4. There are three vertices, $u, v$, and $w$. The cop starts on $u$, the robber on $v$, and it is the robber's turn. When the robber remains on $v, v$ and $w$ are considered robber cover. If he moves to $w, u$ and $v$ are cop cover (due to the tie-breaking rule) and only $w$ is robber cover. Thus, when maximizing, the robber prefers to stay in $v$, which is suboptimal.

In this work, we have used two alternate versions of Cover that eliminate this problem. The first


Figure 5.5: Graphs for explaining our alternate versions of Cover.
version generally does the same computation as Cover, i.e. is implemented by running simultaneous instances of Dijkstra's algorithm around the agents' positions until they interfere with the regions declared as the opponent's cover. Only, the tie breaking at the borders is modified such that vertices are only declared robber cover if the robber is guaranteed to reach them no matter what the cop does. As an example, reconsider the graph in Figure 5.4. We first evaluate the possible move of the robber to go to $w$. No matter what the cop does in his next move, the robber can still reach $v$. This would effectively mean that the robber runs into the cop, which is not optimal but this possibility is essential for the computation. Thus, $v$ and $w$ are declared as robber cover. Now, assume the robber stayed on $v$. Then, the cop can catch the robber in his next turn by moving to $v$. Hence, the robber will not be able to reach $w$ no matter what the cop does and only $v$ is declared as robber cover. Therefore, the above problem is resolved because the robber will choose to move to $w$ instead of remaining at $v$. This version proved to be slightly better than the original Cover algorithm (in the sense of the experimental evaluation in Subsection 5.5.1) but we do not report its results here. However, a subset of the experimental setup in Subsection 5.5.1 has been used in [57] to evaluate this alternative computation.

In the above described first variation, the rule that only vertices are declared robber cover if he is guaranteed to reach them no matter what the cop does, is only applied to the tie breaking in between covered areas. When the cops and the robber move at different speeds further improvement can be made by applying this rule to the entire computation. This is our second variation, whose results we report in this thesis. To explain the difference between these two approaches, consider the graph in Figure 5.5. Let the cop be at $c$ and the robber evaluates his move to $r$ (coming from some other parts of the graph not depicted here). Hence, it is the cop's turn next. Furthermore, let the cop move at twice the speed of the robber. Then, the computation proceeds as follows:

|  | original | first variation | second variation |
| :---: | :---: | :---: | :---: |
| 1 | cop expands $c$ and declares it as cop cover |  |  |
| 2 | robber expands $r$ and declares it as robber cover |  |  |
| 3 | cop expands $d$ and $e$ and declares them as cop cover |  |  |
| 4 | robber expands $g, h$ and $i$ and declares them as robber cover |  |  |
| 5 | cop expands $f$ and declares it as cop cover |  |  |
|  | cop does not expand $g$ since already covered by the robber | cop expands $g$ |  |
| 6 | robber expands $k$ and declares it robber cover |  |  |
| 7 |  | cop does not expand $r, h$ or $i$ since they are in the interior of the robber cover | cop expands $r, h$ and $i$ |
| 8 | robber expands $l$ and declares it robber cover |  |  |
| 9 |  |  | cop expands $k$ and $l$ |
| 10 | robber expands $m$ and declares it robber cover |  | robber does not expand $m$ since the parent $l$ has already been caught by the cop |
| 11 |  |  | cop expands $m$ and declares it as cop cover |

Hence, the cop cover in the original and our first variation is $\{c, d, e, f\}$ whereas it is $\{c, d, e, f, m\}$ in the second variation. The latter is better since $m$ cannot be reached by the robber when the cop runs towards $m$. However, as can be seen in Step 7, the algorithm is required to continue to expand vertices for the cop even if they are in the interior of the covered area by the robber. This is computationally more expensive.

The new algorithm is depicted in pseudo code in Figure 5.6. Note, that we have improved a naive implementation by stopping the computation whenever the robber has no remaining new nodes scheduled for expansion (Line 6, Figure 5.6). Since the cop never stops expanding new nodes until the entire graph is explored it is always the robber who first runs out of nodes to expand. Due to this stopping condition and despite the above computation overhead of having to expand nodes for the cop even in the interior of the covered area by the robber, this new version expands fewer nodes than the original Cover algorithm in the experiments in Section 5.5. We only return the robber cover in Line 31 (Figure 5.6). If the computation is needed for the cop this can be easily adjusted by returning the difference of the robber cover and the number of vertices in the graph. Note that returning cop_cover does not yield a complete computation since we stop map exploration prematurely and the cop might not yet have explored all the vertices that he covers.

When being used for the pursuer, Cover with Risk and Abstraction (CRA) [37] makes use of abstractions to decrease computation time and to scale to large maps. This has not been used for the robber. Due to the nature of the algorithm it is clear that using abstraction is only an enhancement to gain speed. The heuristic is most accurate with full information about the problem, thus when used without abstraction. Within our experiments (cf. Section 5.5), the Cover heuristic without abstractions did not perform as well as other approaches in terms of survival time against a Nash equilibrium playing cop. Therefore, we did not extend the algorithm to incorporate abstractions.

```
function cover(r, c, turn )
// r is the robber's position, c is the cop's position, turn specifies who moves next
    if(r=c) return 0;
    push node on cop_queue with }v\leftarrowc\mathrm{ , gcost }\leftarrow0\mathrm{ ;
    push node on robber_queue with }v\leftarrowr,\mathrm{ gcost }\leftarrow0\mathrm{ ;
    robber_cover }\leftarrow0\mathrm{ ;
    cop_cover }\leftarrow0\mathrm{ ;
    while(robber_queue not empty)
        qrobber }\leftarrow\mathrm{ node with best gcost on robber_queue;
        qcop }\leftarrow\mathrm{ node with best gcost on cop_queue;
        if( (turn = 1 and qrobber.gcost < qcop.gcost ) or
            (turn = 0 and qrobber.gcost }\leq\mathrm{ qcop.gcost ))
        // robber moves
        take qrobber from robber_queue;
        if( (qrobber.v not in robber_closed) and (qrobber.parent not in cop_closed) )
            insert qrobber.v into robber_closed;
            if( qrobber.v not in cop_closed ) // the robber moved into the cop and stole a covered vertex
                cop_cover }\leftarrow\mathrm{ cop_cover - 1;
            robber_cover }\leftarrow\mathrm{ robber_cover + 1;
            for all }w\inN(\mathrm{ qrobber.v)
                if( w not in robber_closed )
                    push node on robber_queue with }v\leftarroww\mathrm{ , gcost }\leftarrow\mathrm{ qrobber.gcost +c(qrobber. }v,w)\mathrm{ , parent }\leftarrow\mathrm{ qrobber. v;
        else
            // cop moves
            take qcop from cop_queue;
            if( qcop.v not in cop_closed )
            insert qcop.v into cop_closed;
            if(qcop.v not in robber_closed )
                cop_cover }\leftarrow\mathrm{ cop_cover + 1;
            for all w}\inN(qcop.v
            if(w not in cop_closed )
                push node on cop_queue with }v\leftarroww\mathrm{ , gcost }\leftarrow\mathrm{ qcop.gcost +c(qcop.v,w);
    return robber_cover;
```

Figure 5.6: Pseudo code for our redefinition of the Cover heuristic.

### 5.4 TrailMax and Dynamic Abstract TrailMax

We now outline our approach to computing near-optimal move policies for the robber. We will first motivate the algorithm and then provide more details. For ease of understanding the following ideas will be developed for the game where the cop and robber move with the same speed. However, all the definitions and theorems are extensible to different speed games.

The robber makes the assumption that the cop knows where he is going to move, i.e. that the cop will play a best response against him. Under this assumption, the robber tries to maximize the time to capture. This can also be interpreted as "running away", i.e. taking the path that the cop takes longest to intersect. We will now formalize this idea. A path is a trajectory an agent can take when moving through the graph. Therefore, let

$$
P(v)=\{p: \mathbb{N} \rightarrow V(G) \mid p(0)=v, \forall i \geq 0: p(i+1) \in N[p(i)]\}
$$

be the set of paths through graph $G$ starting in $v$. Given paths $p_{r}$ and $p_{c}$ that the robber and cop follow disregarding the opponent's actions, we can compute the number of turns both agents take until capture occurs:

$$
T\left(p_{r}, p_{c}\right)=\min \left(\left\{2 t \mid t \geq 0, p_{c}(t)=p_{r}(t)\right\} \cup\left\{2 t-1 \mid t \geq 1, p_{c}(t)=p_{r}(t-1)\right\}\right)
$$

Definition 5.1 (TrailMax)
Let $v_{r} \in G$ and $v_{c} \in G$ be the positions of robber and cop in $G$. We define

$$
\begin{equation*}
\operatorname{TrailMax}\left(v_{r}, v_{c}\right)=\max _{p_{r} \in P\left(v_{r}\right)} \min _{p_{c} \in P\left(v_{c}\right)} T\left(p_{r}, p_{c}\right) \tag{5.1}
\end{equation*}
$$

Recall that a graph $G$ is called $k$-cop-win if $k$ cops have a winning strategy on $G$ for any initial position of the cops and the robber and when all agents move with same speed.

## Theorem 5.2

Let $G$ be a 1-cop-win octile map. Let $v_{r}$ and $v_{c}$ be the initial positions of the robber and cop. Then TrailMax $\left(v_{r}, v_{c}\right)$ returns the optimal value of the game where the cop and robber move at the same speed.

Proof. 1-cop-win graphs are well classified by the subsequent removal of pitfalls. Hence, it seems possible to prove the theorem by induction on the number of vertices in the graph. Since we are dealing with octile maps, there are only two cases that have to be considered. These two cases are depicted in Figure 5.7 where the circle symbolizes the current graph and $n$ is the new added vertex. However, this results in an extensive definition of various subcases that we omit here. In contrast, we give a more compact alternative proof.
Let $d(v, w)$ denote the graph distance of a vertex $v$ and $w$ in $G$, i.e. the minimal number of edges that separate $v$ from $w$. Let $B(v, d)=\{w \in V(G) \mid d(v, w) \leq d\}$ be the ball around vertex $v$ with radius $d$. Let further $\partial B(v, d)=B(v, d)-B(v, d-1)=\{w \in V(G) \mid d(v, w)=d\}$ be the boundary of

(a) first extension

(b) second extension

Figure 5.7: Recursive construction of 1-cop-win octile connected graphs.
the ball around $v$ with radius $d$.
Let $v_{r}$ and $v_{c}$ be the vertices of the robber and cop, respectively. Then, after $d$ moves of robber and cop they can reach vertices in $B\left(v_{r}, d\right)$ and $B\left(v_{c}, d\right)$, respectively. It is easy to show with proof by contradiction that if there is a vertex $v_{d}$ in $B\left(v_{r}, d\right)$ that is not in $B\left(v_{c}, d\right)$ then there is a vertex $v_{d-1}$ that is in $B\left(v_{r}, d-1\right)$ but not in $B\left(v_{c}, d-1\right)$. Hence, via induction, we know that if there is such a vertex $v_{d}$ there is also a path to it that the cop cannot intersect no matter where he chooses to go. Therefore, we can reformulate (5.1) to

$$
\operatorname{TrailMax}\left(v_{r}, v_{c}\right)=\max \left\{2 d+1 \mid B\left(v_{r}, d\right) \nsubseteq B\left(v_{c}, d\right)\right\}=\min \left\{2 d-1 \mid B\left(v_{r}, d\right) \subseteq B\left(v_{c}, d\right)\right\}
$$

It is clear that $\operatorname{Trail} \operatorname{Max}\left(v_{r}, v_{c}\right)$ is a lower bound on the value of the game when the cop starts. This is due to the fact that the robber can play according to a path $p_{r}$ that fulfills (5.1) and is guaranteed to achieve a payoff of $\operatorname{Trail} \operatorname{Max}\left(v_{r}, v_{c}\right)$. Therefore, it remains to show that it is also an upper bound, i.e. that in 1-cop-win octile connected maps there is a strategy for the cop such that the robber cannot

The game starts in $v_{r}$ and $v_{c}$. We will be constructing a cop strategy that wins against any robber in at most TrailMax $\left(v_{r}, v_{c}\right)$ steps. Therefore, let the robber move according to some strategy and let $r(d)$ denote his position after $d$ steps, i.e. after $d$ cop and robber moves. Let $\perp_{d}$ denote the set of vertices of $\partial B\left(v_{c}, d\right)$ that have shortest distance to $r(d)$, i.e.

$$
\perp_{d}=\left\{w \in \partial B\left(v_{c}, d\right) \mid d(r(d), w)=\min _{w^{\prime} \in \partial B\left(v_{c}, d\right)} d\left(r(d), w^{\prime}\right)\right\}
$$

Since $G$ is 1-cop-win we know that there are no "obstacles" in the map, i.e. it can be interpreted as one big deformed open area with octile connections. This implies that $\perp_{d}$ is connected and forms a line segment, due to the structure of $\partial B\left(v_{c}, d\right)$ which is informally speaking locally rectangular shaped. This is proved in Lemma A. 1 in the appendix.
We will now prove that no matter where the robber chooses to move, the cop can always respond and stay in the middle of $\perp_{d}$. This means that after $d$ steps the cop will always be on $\partial B\left(v_{c}, d\right)$ and is in the vertices of $\partial B$ that have minimal distance to the robber. Hence, the robber will be caught once $B\left(v_{c}, d\right) \supseteq B\left(v_{r}, d\right)$.
Without loss of generalization we can assume that $\perp_{d}$ forms a horizontal line segment (otherwise the proof is analog by switching the two coordinates). Furthermore, we can assume that the robber moves to the right. Consider Figure 5.8 for a depiction in an open area. The following holds for any 1-cop-win octile map. Let $a(d)$ and $b(d)$ be the two endpoints of $\perp_{d}$. The robber moves from $r(d)$


Figure 5.8: Visualization of how $\perp(r(d), d)$ can change to $\perp(r(d+1), d+1)$.


Figure 5.9: TrailMax can be arbitrarily wrong when two cops are involved.
to $r(d+1)$. Then, from $a(d)$ and $b(d)$ to $a(d+1)$ and $b(d+1)$, the horizontal coordinates of both endpoints together differ by at most two. Hence, the horizontal coordinate of the middle points of $\perp_{d}$ and $\perp_{d+1}$ differ by at most one. The vertical coordinates in $\perp_{d}$ and $\perp_{d+1}$ differ by exactly one. Hence, there is a valid move for the cop to go from the middle point of $\perp_{d}$ to the middle point of $\perp_{d+1}$. Note that if there is two vertices that are in the middle of $\perp_{d}$ the above shows that the cop can go from one of the middle vertices of $\perp_{d}$ to one of the middle vertices of $\perp_{d+1}$. Hence, the robber can be caught after $\min \left\{d \mid B\left(v_{r}, d\right) \subseteq B\left(v_{c}, d\right)\right\}$ moves of the cop. This completes the proof.

This theorem also holds when the cop is faster as described at the beginning of this chapter. Let $s$ be the speed of the cop. Then, we can redefine $\perp_{d}$ to be

$$
\perp_{d}=\left\{w \in \partial B\left(v_{c}, s \cdot d\right) \mid d(r(d), w)=\min _{w^{\prime} \in \partial B\left(v_{c}, s \cdot d\right)} d\left(r(d), w^{\prime}\right)\right\}
$$

and analog to the above proof it follows that the cop can move from a middle vertex of $\perp_{d}$ to a middle vertex of $\perp_{d+1}$.

Unfortunately, the theorem does not hold for general 1-cop-win or $k$-cop-win graphs ( $k \geq 2$ ). However, it can be hypothesized that TrailMax approximates the optimal solution with some constant factor of approximation. In general, we know that TrailMax can be arbitrarily wrong for arbitrary 1-cop-win graphs. This is due to a construction of Hahn et al. [32] which constructs for every $T \geq 1$ a finite diameter two chordal-graph on which the robber can survive for at least $T$ moves. Since TrailMax is bounded by the diameter (the minimization in (5.1) yields at most the diameter) this shows that TrailMax is not a constant factor approximation on several 1-cop-win graphs. The same holds true when extending TrailMax to two cops. Consider Figure 5.9. This graph is 2-cop-

| vertices | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $Q$ on cop-win graphs | 1 | 1 | 1 | 1 | $\frac{5}{3}$ | 3 | $\frac{11}{3}$ | $\frac{13}{3}$ |

Table 5.1: Maximum of quotients of optimal value over TrailMax for all graphs with fixed number of vertices and all initial positions in these graphs.

$n=8$, opt $=11$, TrailMax=3

$n=7$, opt $=9$, TrailMax $=3$

$n=9$, opt $=13$, TrailMax=3

Figure 5.10: Example graphs that yield the values in Table 5.1.
win and the length of the game can be arbitrarily long since the robber can guarantee to reach one of the four runoffs when the cops move towards him, otherwise he remains on his current position. However, when calculating TrailMax, wherever the robber goes, he can be caught by the cops if they would know where he plans to go. Therefore, the robber will remain in his current vertex and wait for the cops to capture him. Hence, $\operatorname{TrailMax}\left(r,\left(c_{1}, c_{2}\right)^{\boldsymbol{\top}}\right)=7$.

Although we have shown that TrailMax is not a constant factor approximation, it is an interesting question if there is a function, dependent on the number of vertices in the graph, that can be used to bound the error. Given all cop-win graphs with a fixed number of vertices we computed the maximal quotient of the optimal value of the game starting in $\left(v_{r}, v_{c}\right)$ and $\operatorname{Trail\operatorname {Max}}\left(v_{r}, v_{c}\right)$ for all $v_{r}$ and $v_{c}$, i.e.

$$
Q(n)=\max _{G,|V(G)|=n} \max _{v_{r}, v_{c} \in V(G)} \frac{\operatorname{opt}\left(v_{r}, v_{c}\right)}{\operatorname{TrailMax}\left(v_{r}, v_{c}\right)}
$$

The obtained values for graphs with up to nine vertices can be found in Table 5.1. Sample graphs together with their initial position that obtain these values can be found in Figure 5.10. Note that all these graphs are planar. Unfortunately, the complete answer to this question remains for future investigation.

TrailMax can be used to generate move policies for the robber. For simplicity, the resulting algorithm will be referred to by the same name. Furthermore, a pair $\left(p_{r}, p_{c}\right)$ for which the TrailMax equation (5.1) is maximal will be called a TrailMax pair. The algorithm computes a TrailMax pair $\left(p_{r}, p_{c}\right)$ and then follows the robber's path $p_{r}$ for $m$ steps ( $m \geq 1$ ) disregarding the cop's


Figure 5.11: Smallest 1-cop-win graph where the set of moves according to TrailMax (solid) diverges from the set of optimal moves (dashed).
actions. Afterwards, TrailMax is called again and a new path $p_{r}$ is computed, hence our notation Trail $\operatorname{Max}(m)$. Although we know that TrailMax is not a correct measure for the value of the game, it is possible to hypothesize that move policies generated by $\operatorname{TrailMax}(m)$ might yield an optimal strategy for general one or $k$-cop-win graphs since the solution to (5.1) is recomputed after at most $m$ steps. Unfortunately, this hypothesis is not true. Depicted in Figure 5.11 is an example of a 1-copwin graph where the robber is to move and the optimal move is to remain on his current position, marked with a $r$. This causes the cop to commit to a direction, after which the robber can run away more effectively. However, according to TrailMax, the robber has to move to either of the indicated adjacent positions.

A TrailMax pair is efficiently computed by computing $\min \left\{2 d-1 \mid B\left(v_{r}, d\right) \subseteq B\left(v_{c}, d\right)\right\}$, i.e. by simultaneously expanding vertices around the robber's and cop's position in a Dijkstralike fashion. Pseudo code of the algorithm's implementation can be found in Figure 5.12. The algorithm returns $\operatorname{Trail} \operatorname{Max}(r, c)$ and a path $p_{r}$ that achieves this value in (5.1). Two priority queues are maintained that store a vertex and the gcost at which the vertex has been encountered, one for the cop and one for the robber. Additionally, the robber_queue stores information from where the node has been explored, i.e. the parent. After pushing the robber's and cop's position onto the queues (Lines 2 and 3, Figure 5.12), the algorithm keeps expanding nodes from the queues. Since we compute a move policy for the robber, all nodes of a given cost for the robber are expanded first (Line 8), because the robber moves immediately after the computation. Node expansions for the robber are checked against the cop's expanded nodes to test whether the cop could have already reached that vertex and captured the robber (Line 20). More precisely, when taking a node from the queue for the robber, it is checked whether its parent's position or the node's position have been expanded, thus captured, by the cop in a previous turn. If it has been captured it is discarded. Otherwise, the vertex is declared as robber cover and expanded normally. When taking a node from the queue for the cop, it is always expanded normally (Lines 32 and 33). Moreover, if its position has not been expanded by the robber, it is declared cop cover (Lines 28 to 31).

We stop iterating when the robber's priority queue is empty. Note that since the cop explores, in the limit, all nodes of the graph and in particular all nodes that are expanded by the robber, it is always the robber's queue that empties first. However, after the robber's priority queue is empty, we know that the robber cannot reach any more nodes but it is not yet clear at which time the cop can capture the remaining nodes that have been expanded by the robber but not by the cop. This is

```
function TrailMax(r,c)
    if(r=c ) return (0, empty path);
    push node on cop_queue with }v\leftarrowc\mathrm{ , gcost }\leftarrow0\mathrm{ ;
    push node on robber_queue with }v\leftarrowr,\mathrm{ gcost }\leftarrow0\mathrm{ ;
    number_robber_positions_caught }\leftarrow0\mathrm{ ;
    while(robber_queue not empty)
        qrobber }\leftarrow\mathrm{ node with best gcost on robber_queue;
        qcop }\leftarrow\mathrm{ node with best gcost on cop_queue;
        if( qrobber.gcost \leq qcop.gcost )
        expand_robber_node( qrobber );
        else
        end_iteration }\leftarrow\mathrm{ expand_cop_node( qcop );
        if( end_iteration ) break;
    if( number_robber_positions_caught < size of robber_closed )
        while (cop_queue not empty)
        qcop }\leftarrow\mathrm{ node with best gcost on cop_queue;
        end_iteration }\leftarrow\mathrm{ expand_cop_node( qcop );
        if( end_iteration ) break;
    return generate_path();
```

    procedure expand_robber_node( qrobber )
    take qrobber from robber_queue;
    if( qrobber. \(v\) not in robber_closed and qrobber. \(v\) not in cop_closed and
        qrobber.parent not in cop_closed )
        insert new entry into robber_closed with \(v \leftarrow\) qrobber. \(v\), parent \(\leftarrow\) qrobber.parent, gcost \(\leftarrow\) qrobber.gcost;
        for all \(w \in N\) (qrobber. \(v\) )
        push node on robber_queue with \(v \leftarrow w\), gcost \(\leftarrow\) qrobber.gcost \(+c\) (qrobber. \(v, w)\), parent \(\leftarrow\) qrobber. \(v\);
    function expand_cop_node( qcop )
    take qcop from cop_queue;
    if( qcop. \(v\) not in cop_closed )
        insert qcop. \(v\) into cop_closed;
        last_cop_turn \(\leftarrow\) qcop.gcost;
        if( qcop. \(v\) in robber_closed )
            number_robber_positions_caught \(\leftarrow\) number_robber_positions_caught +1 ;
            last_caught_vertex \(\leftarrow\) qcop. \(v\);
            if( number_robber_positions_caught = size of robber_closed ) return true;
        for all \(w \in N\) (qcop. \(v\) )
            push node on cop_queue with \(v \leftarrow w\), gcost \(\leftarrow\) qcop.gcost \(+c(\) qcop \(. v, w)\);
    return false;
    function generate_path()
result_path $\leftarrow$ empty path;
rce $\leftarrow$ entry in robber_closed belonging to last_caught_vertex;
for $i \in$ [rce.gcost, last_cop_turn)
add last_caught_vertex to the end of result_path;
while ( rce.gcost $\neq 0$ )
add last_caught_vertex to the end of result_path;
last_caught_vertex $\leftarrow$ rce.parent;
rce $\leftarrow$ entry in robber_closed belonging to last_caught_vertex;
reverse result_path;
return (2*last_cop_turn, result_path );

Figure 5.12: Pseudo code implementation of TrailMax. All functions and procedures share the same data structures.


Figure 5.13: Visualization of TrailMax's computation. The gray area is the nodes that have been reached by the robber first, declared as robber cover but will not be expanded anymore since they were captured by the cop in a previous turn.
why we have to keep iterating until eventually all robber vertices are captured (Line 13 to 17). The last node that is captured is the goal node where the robber will run to (last_caught_vertex in Figure 5.12). Path generation is done by tracing back the predecessor information in the robber's closed list (Lines 39 to 42). The path has to be extended by waiting actions, i.e. remaining on the current vertex, until the cop captures the robber (Lines 37 and 38).

A visualization is depicted in Figure 5.13. The gray area indicates the vertices that are declared robber cover but are not expanded anymore since the expansion around the cop's position captured them in a previous turn. Computation ends when all nodes declared as robber cover have been expanded by the cop as well. The last node that is captured by the cop is the goal node the robber will run to.

As a by-product of the TrailMax computation, we also compute the robber's cover as defined in our version of the Cover heuristic. In contrast, the advantage of TrailMax is that we only have to compute once and extract a path that maximizes the length of survival. The Cover heuristic has to be computed for every possible move an agent could take and only returns information about the size of the area he can reach before any other agent.

Note that for a naive implementation to compute TrailMax we would have to keep reexpanding nodes in the interior of the Dijkstra region for the robber to explore all possible paths he could take. However, the above computation finds a goal vertex and only a shortest path to it that is extended by making the robber remain on his goal vertex until capture. It is not hard to see that this extended shortest path is indeed a solution to the TrailMax equation (5.1) and hence the computation is correct. Assume that there is a path $p_{r}$ starting in the current robber's vertex $r$ that can only be intersected by the cop, starting in $c$, at a vertex $g$. Additionally, assume that the cop can intersect the shortest path from $r$ to $g$ in a vertex $f$. We depicted this situation in Figure 5.14. Furthermore, we denote the path from a vertex $v$ to $w$ as $p_{v w}$. Since $p_{r}$ is not a shortest path we have $\operatorname{cost}\left(p_{r}\right)>\operatorname{cost}\left(p_{r f}\right)+\operatorname{cost}\left(p_{f g}\right)$. Since the cop can intersect the shortest path from $r$ to $g$ we also have $\operatorname{cost}\left(p_{r f}\right) \geq \operatorname{cost}\left(p_{c f}\right)$ and therefore $\operatorname{cost}\left(p_{r}\right)>\operatorname{cost}\left(p_{c f}\right)+\operatorname{cost}\left(p_{f g}\right)$. Hence, the cop can reach $g$ before the robber. By moving from $g$ in the opposite direction of $p_{r}$ he can then use his time to move towards the robber and capture the robber before he reaches $g$. This is a contradiction to the assumption. Thus, for


Figure 5.14: Finding the shortest path and extending it by waiting actions is a solution to the TrailMax equation (5.1).
every path $p_{r}$ the shortest path from the start to the intersection vertex extended by remaining on the intersection vertex yields the same value as $p_{r}$ in the TrailMax equation (5.1). This shows that our TrailMax computation is correct.

Note that there might be many possible goal vertices the robber could run to and many different paths to get to them that fulfill the TrailMax equation (5.1). Finding all such vertices is possible by remembering all robber nodes that have not been caught before the last cop's turn expansion. This could potentially be used to take advantage of a suboptimal cop, although we do not study this issue here.

Within computer game maps, edge costs are often approximated to enable faster computation. Under the assumption that path costs can only differ by a fixed number of values, buckets can be used within the priority queue and queue access takes constant time. Assuming a bounded degree of the graph the above algorithm runs in time linear in the size of the graph.

Although TrailMax already scales well to large maps (cf. Section 5.5) our goal is to make computation time as independent of the size of the input graph as possible. Inspired by DAM we use abstraction to achieve this goal. Pseudo code can be found in Figure 5.15. Let $d$ be the number of levels of abstraction where the robber and the cop occupy distinct vertices. Then, computation starts on level $\ell \leftarrow d / 2$ (Line 2, Figure 5.15). On each level of abstraction a TrailMax solution is computed. If the solution length does not exceed a certain value $q$ (Line 5), then computation proceeds to the next lower level. If it does, the computed abstract path is refined to a ground level path using PRA*'s refinement (Line 7), i.e. progressively computing a path on the next lower level that only goes through nodes whose parents are either on or adjacent to the abstract path. In the following, this algorithm is called Dynamic Abstract TrailMax with threshold $q$ and number of steps the solution is followed $m$, hence DATrailMax $(q, m)$.

In modern computer games players have the ability to change the world by their actions. That means that the graph that the game is being played on might change dynamically. For instance, consider one player unlocking a door in the world and therefore establishing a connection between before disconnected components. Such changes can be handled efficiently by computing a new move policy, i.e. a new solution path. Since our algorithms compute a new move policy every $k$

```
function datrailmax (r,c,q)
    compute abstract robber and cop locations ri and ci
    compute start level \ell;
    for level from }\ell\mathrm{ to 1;
        (t,p)\leftarrow\operatorname{trailmax}(\mp@subsup{r}{\mathrm{ level }}{},\mp@subsup{c}{\mathrm{ level }}{});
        if(t\geqq) break;
    if(t\geqq)
        refine path p to ground level;
    else
        (t,p)\leftarrow\operatorname{trailmax}(r,c);
    return p;
```

Figure 5.15: Dynamic Abstract TrailMax pseudo code implementation.
steps they adopt to new scenarios quickly.
Another problem faced with computer games is that the entire graph might not be known. The robber might have limited visibility and might only know a part of the graph. Furthermore, he might not "see" the cops if they are beyond his visibility window. Here, our algorithms can be used by making the assumption that the unknown parts of the map are free space and hence directly traversable. Then, we can compute TrailMax or DATrailMax solutions solely on the visibility window. Thus, these two algorithms are suitable for dynamic computer games with visibility restrictions.

### 5.5 Experiments

### 5.5.1 Suboptimality

To evaluate all the previously discussed algorithms we measure the quality and required computation time in terms of node expansions. We set $d=2$, i.e. the cop can take two turns before the robber gets one and can thus move to any location within a radius of 2 around his current location. First experiments show that even greater cop speeds yield the same trends. In contrast, since capture occurs faster, the game becomes easier and less interesting for the robber.

To generate meaningful statistics we use four sets of maps. All maps are taken from the commercial game Baldur's Gate.

| set | number of vertices | number of maps |
| :--- | :---: | :---: |
| one | $175-996$ | 22 |
| two | $1,014-1,999$ | 29 |
| three | $2,037-4,690$ | 26 |
| four | $5,201-22,841$ | 22 |

A plot of a sample map from the third set can be found in Figure 5.16. Furthermore, 1000 initial positions for each map are generated randomly. We choose the selection at random because we want to explore the performance of the algorithms for all scenarios since in a video game, both agents could potentially be spawned anywhere in the map.

We choose octile connections for the map representation and subsequent levels of abstraction are generated using Clique Abstraction [76]. To enable effective transposition table lookups in Minimax


Figure 5.16: One of the maps used in Baldur's Gate that the experiments were conducted on. The gray parts are traversable.
and DAM we set all edge costs to one in all levels of abstraction. Thus, the distance metric between two positions (on an abstraction or ground level) becomes the maximum norm metric between these positions (cf. $d_{\infty}$ in Section 4.5). Furthermore, equidistant edge costs mean we are optimizing the number of turns both players take rather than the distance they travel. All the tested algorithms can be used for non-equidistant edge costs, only Minimax's and DAM's performance is expected to be lower.

Using the RA algorithm from Chapter 3 the entire joint state space is solved first, i.e. we compute the values of an optimal game for each tuple of positions of the robber and cop. This is done in an offline computation and is used to generate optimal move policies for the cop as well as to know the optimal value of the game. The time needed to compute these offline solutions is depicted in Figure 3.5(c).

We study the following target algorithms:
Original Cover. The target performs hill climbing due to the original Cover heuristic (cf. Section 5.3). The heuristic has to be computed in every step and for every possible move. We ported the implementation of Isaza et al.[36] into our framework.

Improved Cover. We test our redefinition of Cover outlined in Section 5.3.
Greedy. The target performs hill climbing using distance heuristic $d_{\infty}$. This is extremely fast since distance evaluation is very simple. We also experimented with hill climbing due to the perfect distance heuristic $d_{\text {perfect }}$, which we call improved Greedy. The perfect distance heuristic is precomputed in an offline step before the evaluation.

Minimax. The target runs Minimax with $\alpha-\beta$ pruning, transposition tables and the admissible forward heuristic from Section 4.5 with underlying distance heuristic $d_{\infty}$. We experimented with depth bounds from 1 to 11 .

DAM. The target runs the original Dynamic Abstract Minimax algorithm as described in Section 5.2. The computation starts at fractions $1, \frac{3}{4}, \frac{1}{2}, \frac{1}{4}$ of the abstraction hierarchy where both players occupy distinct nodes. Furthermore, we experiment with minimax computation depths from 1 to 11 . We indicate this with $\operatorname{DAM}(q, d)$ where $q$ is the fraction and $d$ is the depth.

DAM with one step refinement. The target runs Dynamic Abstract Minimax where only one ab-
stract step is refined into the lower levels. Analogously to DAM we indicate this algorithm by DAM1 $(q, d)$.
RandomBeacons(1-20). We tested RandomBeacons $(b, m)$ for $b=40$ and $m=1, \ldots, 20$ (cf. Section 5.1).

TrailMax(1-20). We tested TrailMax $(m)$ for $m=1, \ldots, 20$ (cf. Section 5.4).
DATrailMax(10,1-20). We tested DATrailMax $(q, m)$ (cf. Section 5.4) for $m=1, \ldots, 20 . q=10$ was chosen by hand. The question whether there is a better setting remains for future investigation.

To evaluate performance the game is simulated for each initial position on each map. Within these simulations, the target algorithm is called whenever a new move has to be generated. TrailMax, DATrailMax and RandomBeacons are only called when a new path has to be computed, thus the number of turns and algorithm calls differ in this case. All other algorithms are called once per turn and therefore these two numbers are equal.

In fact, it is not possible for TrailMax, DATrailMax and RandomBeacons to spread their computation among the turns where the previous computed path is followed because the future position of the cop is unknown. Nonetheless, when used in computer games, these algorithms will only require computation once every $m$ steps and therefore make the frames during path execution available to other tasks. This is the motivation to analyze the computation time per turn for these three methods.

We are interested in the following performance measures:

- the expected survival time of the target measured in percentage of the optimal survival time (suboptimality),
- the number of nodes expanded per call ( $\mathrm{nE} / \mathrm{c}$ ) and nodes touched per call ( $\mathrm{nT} / \mathrm{c}$ ) to the algorithm within one game simulation, and
- for TrailMax, DATrailMax and RandomBeacons the amortized number of nodes expanded per turn ( $\mathrm{nE} / \mathrm{t}$ ) and nodes touched per turn ( $\mathrm{nT} / \mathrm{t}$ ) within one game simulation.

To account for variable sized maps, the numbers of nodes expanded and touched are further normalized and measured as a percentage of the map size (the number of vertices in the map). Nodes expanded counts how many times the neighbors of a node were generated, while nodes touched measures how many times a node was visited in memory.

The results are in Table B. 1 and the values from the fourth set are plotted in Figure 5.17. Note that each algorithm is plotted multiple times in Figure 5.17 for different parameter settings. The $x$ axis is reversed so the best algorithms are near the origin, with high optimality and few expansions per move. Notice further the logarithmic scale on the number of node expansions. A Pareto-optimal boundary is formed by the Greedy, TrailMax and DATrailMax algorithms, meaning that all other algorithms have either worse optimality or more node expansions per turn, on average.

Concerning computation time, the Cover algorithm clearly performs the worst. Having to compute the heuristic in every step and for every possible move, its computation time is beyond any


Figure 5.17: Optimality versus node expansions per turn in one game simulation. Data is taken from the fourth set, i.e. maps with at least 5000 vertices. Averaged over the number of games played in the experiments. Left bottom corner is best, right upper corner is worst.
computer game requirement. Although our improved version of Cover expands fewer nodes than the original version, since we stop expanding nodes when the robber's priority queue becomes empty, it touches more nodes because the expansion for the cop is not stopped whenever it reaches the area already covered by the robber. Abstractions can be used to compute solutions in less time, but optimality decreases when using abstract solutions since the heuristic is most informed at the base level. Since both algorithms are not the most optimal approaches, even without using abstractions, we did not consider using abstractions here. Note that the computation of our improved Cover definition is very similar to the computation of TrailMax, the difference being that Cover optimizes for the size of the area in which the robber can run away, whereas TrailMax optimizes for the time the robber can survive in this area. It is evident that our redefinition significantly improves optimality with respect to the original Cover algorithm.

Considering quality, RandomBeacons is the second worst algorithm. This is due to the fact that it does not play very well in the endgame, i.e. when the target is cornered and is about to be captured. When distributing the beacons, many of them lie in parts of the map that are heuristically far away from the cop. Thus, the robber runs towards these positions. Since he is cornered, this results in running into the cop. Although the algorithm is very simple, the number of node expansions and nodes touched is relatively high. This is caused by PRA* that is used to find a path to the best beacon.

As expected, Minimax becomes closer to optimal when the depth is increased. Geometrically, the computation depth is (twice) the radii of circles around the cop's and robber's position. Each pair of vertices within these circles, respectively, is a leaf node in the game tree that is evaluated by Minimax (recall that we do not search the entire tree due to $\alpha-\beta$ pruning). Hence, when increasing
the search depth we increase the radii of these circles, i.e. Minimax includes more information about the surroundings of each agent. However, its computation time increases exponentially. When using a depth of seven and greater it already expands more nodes per call than DATrailMax.

Abstract levels have cycles in them and minimax can find how to exploit such cycles even with shallow searches. Hence, DAM's computed strategies on abstract levels are similar for different search depths. Therefore, DAM does not significantly increase in optimality when its depth parameter is increased.

It is surprising that Greedy, i.e. hill climbing with maximum norm distance metric, performs extremely well. Due to the fact that this algorithm requires almost no computation time, we can conclude that Greedy is the method of choice when optimality is of minor importance. Furthermore, from Table B. 1 we can see that its performance is relatively stable over all sets of maps. Unfortunately, the immediate assumption that Greedy will do better in the two-player game when a more accurate distance metric, i.e. single agent heuristic, is used, does not hold. This is due to the fact that the improved Greedy algorithm, which uses a perfect distance metric, does not perform significantly different with respect to optimality (cf. Table B.1). In addition, this also shows that the game of cops and robber is not trivial. Even though we have a solution to the single agent game, pathfinding, this solution is not very optimal for the adversarial game, i.e. minimize/maximize the time the distance of cop and robber is greater than zero.

TrailMax and DATrailMax perform best with respect to optimality. Although DATrailMax uses TrailMax on abstract levels it experiences only a small reduction in optimality. On the contrary computation time decreases drastically. For instance, on the fourth set DATrailMax expands about 6 times fewer nodes per call than TrailMax. Notice that, although the computation time per call is fairly high, the amortized time per turn is small and even comparable to RandomBeacons. Note that on the smaller maps, DATrailMax expands and touches a higher percentage of nodes. This is because the abstraction is not as useful and therefore the algorithm degenerates into TrailMax.

While Figure 5.17 shows the averaged points of all game simulations, the actual results are clouds of points where each point represents the performance in one game. We compare this underlying data for the two best algorithms, TrailMax and DATrailMax, in Figure 5.18. The light points contain data for $\operatorname{DATrailMax}(20,10)$, while the dark circles are the data points for TrailMax(20). The $x$-axis is reversed and the $y$-axis is logarithmic. DATrailMax is clearly faster. Trailmax has a slight advantage in the number of times it makes optimal moves, resulting in slightly better optimality. Notice that although there are games where both algorithms perform poorly with respect to optimality, most reside at above $80 \%$ of optimality. Furthermore, node expansions for both algorithms are uniformly bounded at around $7 \%$ of the size of the map.


Figure 5.18: Optimality versus node expansions per turn in one game simulation. Plotted for all games played in the experiments. Left bottom corner is best, right upper corner is worst.

### 5.5.2 Exploitability

The above experiments evaluate the algorithms' performances against a cop that plays according to a Nash equilibrium. Hence, the cop makes the assumption that the robber will play optimally. This can be thought of as evaluating the suboptimality of the robber algorithm.

In this subsection we will evaluate the performance of the algorithms if the cop is given the robber's strategy. Thus, we compute best responses against the robber algorithms. Given a deterministic robber strategy that does not keep track of the history of the game, we can use the RA algorithm from Section 3.1 to compute a best response. However, not all of the previously presented algorithms are deterministic and do not track the history of the game. Therefore, we cannot evaluate the full spectrum of algorithms of the last subsection. Nevertheless, since the performance of the algorithms tested here against a best response is similar to the performance against an optimal cop we can conclude that the performance of the untested algorithms will be similar to their performance in the previous subsection.

Computing a best response requires solving the game, i.e. computing a value for every pair of initial positions. Furthermore, in the computation of the RA algorithm, the successor relation for the robber is substituted by the choice of the given algorithm. Hence, we have to compute the algorithm's move for every non-terminal state in which the robber is to move. This significantly increases computation time with respect to the RA algorithm. The increase is dependent on the computation time requirements of the given robber algorithm and thus varies widely (see Table 5.2).

To enable termination of the experiments in feasible time, we only computed best responses for the first set of maps used in the previous subsection. The other sets induce larger maps, hence much larger state spaces and thus impractical computation times. Furthermore, we only compute a best

| algorithm | exploitability |  | suboptimality | max. computation time for a map |
| :--- | ---: | ---: | :---: | :--- |
| original Cover | $37.81 \%$ | $(62.18 \%)$ | $69.62 \%$ | 358 min |
| Greedy/Minimax(1) | $31.77 \%$ | $(68.23 \%)$ | $79.74 \%$ | 13 s |
| Minimax(5) | $27.05 \%$ | $(72.95 \%)$ | $85.95 \%$ | 10 min |
| DAM(0.5,3) | $20.47 \%$ | $(79.53 \%)$ | $90.12 \%$ | 135 s |
| DAM1(0.5,3) | $17.37 \%$ | $(82.63 \%)$ | $92.43 \%$ | 125 s |
| improved Cover | $9.99 \%$ | $(90.01 \%)$ | $92.75 \%$ | 1067 min |
| DATrailMax(1,10) | $2.32 \%$ | $(97.68 \%)$ | $98.83 \%$ | 72 min |
| TrailMax(1) | $1.66 \%$ | $(98.34 \%)$ | $99.11 \%$ | 152 min |

Table 5.2: Averaged exploitabilities for the first set of maps.
response for some of the algorithms in the last subsection. More precisely, we took one candidate for each algorithm and chose the parameters with which the algorithm performed best in the previous section.

Exploitability means how much a knowing cop can take advantage of the respective given target algorithm. To evaluate this term we first compute the optimal values of the game beginning in every state. Then, we compute a best response, i.e. compute the payoff the robber can achieve against a cop that plays a best response against him, for every state. We compute the quotient of the best response payoff over the optimal value of the game. Informally speaking this is the achieved suboptimality against a best response cop. The exploitability is the difference between one and the average of this quotient over all non-terminal states where the robber cannot be caught immediately by the cop, i.e. he gets to move at least once in a game starting in the respective state.

We plot the exploitability of the algorithms for each map in the first set of maps in Figure 5.19. These values are averaged in Table 5.2. Furthermore, we report the maximal, over the set of maps, computation time needed to compute a best response on a map. ${ }^{1}$ To compare these results with the algorithms' achieved suboptimalities we include the above quotient and the suboptimalities from the previous subsection. It can be seen that these values resemble the previous experiments. The ordering of the algorithms due to suboptimality is exactly the same as the ordering due to exploitability. This demonstrates that computing a Nash equilibrium and using it for the cop's strategy is a good approach. This is because computing a best response is much more expensive in computation time but does not yield much gain against the outlined algorithms. Furthermore, the global approaches Cover and the TrailMax variants do not have obvious flaws that can be largely exploited. Otherwise, the reported quotient, i.e. achieved suboptimality against a best response cop, would significantly differ from the actual achieved suboptimality against a Nash equilibrium playing cop. In contrast, a target running local approaches like Minimax, that only has a very small lookahead, and consequently DAM, that uses Minimax on abstract levels, is more exploitable when its strategy is known to the cop.

[^2]

Figure 5.19: Exploitability of all the algorithms with respect to the map size for the first set of maps.

### 5.5.3 Comparison to original Cover framework

When running our experiments we discovered an ambiguity. Isaza et al. [37] claim very good results when Cover with Risk and Abstraction (CRA) is used for the cops. Furthermore, Isaza's thesis [36] states that the original Cover heuristic performs well when used for the target side. In contrast, our results clearly demonstrate that the original Cover algorithm is not a good algorithm to use for the robber. This is due to multiple reasons that we will outline in the following.

We are the first to conduct a consistent study that evaluates Cover's suboptimality and how much it can be exploited. Isaza et al. [37] used a best response against a target cover algorithm in their analysis but only on three very small maps with 20 initial positions each. Since the maps are small and only a few instances were computed these experiments do not report the true characteristics of the Cover heuristic. Moreover, they evaluated all their cop algorithms against specific target algorithms, neither including best responses nor an optimal moving target. Therefore, their performance measures of Cover rely on the performance of other approximations and neither an optimal or best response opponent.

Isaza's thesis [36] shows experiments on five graphs where optimal strategies are computed and compared to CRA (for the pursuers) and hill climbing with Cover heuristic (for the target). Informally, all these graphs have the property that maximizing the covered area of the cops also minimizes the capture time. Analogously, when the robber wants to maximize capture time he has to counteract the cops, hence maximize his cover to minimize theirs. Therefore, Cover naturally performs well on these graphs. On general computer game maps, these properties do not hold and our experiments show that Cover's performance is significantly different from Isaza's observations.

To support our results, i.e. to show that the deviations in results are not caused by our implementations, we also conducted experiments in the framework used by Isaza. In the following
we will first outline the differences between ours and their movement model. Second, we discuss how optimal strategies from our framework can be converted into Isaza et al.'s framework and why we cannot compute optimal strategies directly within their environment. Third, we will show that objective values in the two models resemble each other which indicates that the differences in movement are minor. Fourth, we conduct experiments in their framework which show that the original Cover algorithm does perform similar to our suboptimality experiments in Subsection 5.5.1. Additional experiments with multiple cops show that Cover's performance is invariant of the number of cops. Finally, we give examples of cop-win graphs where Cover moves suboptimally, disproving a theorem from Isaza's thesis that claims that Cover is optimal on cop-win graphs.

Their framework uses edge costs as the time it takes to take an action. The agents can declare new actions whenever they complete their previous actions. Speed is also modeled differently by dividing the time it takes to take an action by the speed of the agent. This causes the agents to interleave their turns in a different way than in our model. Recall that our model is purely alternating. When an agent takes an action it is executed immediately. The cost of the action is the edge cost and the cost for a wait is one.

To run equivalent experiments in their framework it is important to notice that Isaza's perception of time is different from ours, hence the two players optimize slightly different metrics. We run our experiments with one fast cop against a slow robber. Since both players execute their actions simultaneously, although actions are chosen alternatingly and the time it takes to execute an action is the edge cost induced by that action, the time it takes to capture the robber is roughly speaking the distance the cop travels (divided by his speed). In contrast, in our model, the time to capture is the distance both agents travel.

Our experiments were run on the map depicted in Figure 5.16 and a robber with unit speed chased by a cop moving twice as fast. This map has 5672 vertices and was modeled with octile connections (cf. Definition 2.8). To account for the different player objectives in Isaza et al.'s framework we computed a Nash equilibrium in our framework that optimizes for just the traveled distance of the cop. More precisely, we computed the solution lengths for all pairs of possible initial positions. Furthermore, to match Isaza's framework even closer, we computed with edge costs not all equal to one. Note that this is in contrast to the previous experiments. We set the cost of a vertical or horizontal move to one and the cost for a diagonal move to $\sqrt{2}$. Recall that this actually results in a rather unnatural model (see the discussion on time at the beginning of Chapter 3).

We computed the solution to the maps in our environment and transferred them into the framework of Isaza et al.. The strategies that use these values will be called converted optimal strategies in the following. They move along the action field induced by the game values to all possible pairs of positions. We chose the name converted optimal because these strategies are optimal in our framework. Unfortunately, they are not optimal in Isaza et al.'s framework. This is due to the fact that their model of octile connections is slightly different from ours: their model is the pure induced
graph of the octile connected grid, i.e. moves over corners are allowed. Furthermore their turntaking is different because the agents declare their moves whenever execution of the previous move terminates. But, it is expected that our converted optimal strategies are a good approximation to a real Nash equilibrium of Isaza's variation of the game since they have the same objectives only with the underlying assumption of a slightly different movement model. Note, that it is very difficult to compute real optimal solutions or best responses for their framework. This is because the RA algorithm (cf. Section 3.1) and RMA* (cf. Section 4.4) are much less efficient due to how the players take their turns.

Furthermore, it is expected that a cop playing according to our converted optimal strategies can catch an arbitrary robber also in Isaza et al.'s framework. This is because even though the cop might make mistakes due to the different movement model, he gets to move twice during the time the robber moves once. Therefore, he is still guaranteed to move closer to the robber with every move. This was verified in our experiments where the converted optimal cop was always able to achieve capture. Hence, our computed results are actually an upper bound on the values of a real Nash equilibrium.

To compare objective values, i.e. to further support the claim that the differences in the movement model are minor and therefore our converted optimal strategies can be expected to be close to a real Nash equilibrium, we computed the distances traveled by the cop for different configurations of target and pursuer algorithms. We used the 1000 initial pairs of positions from Section 5.5 on the map depicted in Figure 5.16. We used a cop strategy that computes a path towards the current robber position via PRA* and follows it for one move before recomputing a new path. The first target used hill climbing due to the distance heuristic (see Greedy in Section 5.5). The second target used hill climbing due to the Cover heuristic. A plot of the solutions lengths, i.e. distance traveled by the cop, for these two configurations can be found in Figure 5.20 (note the different scales on both axis). This clearly shows that solution lengths resemble each other in the two frameworks. For long solutions, i.e. when many moves are required until capture, the gained values differ more since the above differences in the movement models can have more effect. Since PRA* and Greedy do not depend on the different movement models the deviations in Figure 5.20(a) are only due to the execution of the strategies with different movement models. In contrast, the Cover heuristic uses the movement models in its computation. This explains the greater deviations in Figure 5.20(b) since now in addition to the different execution the algorithms themselves decide differently in the two frameworks.

We now support our claim that Cover performs poorly when used as a target algorithm. For the above 1000 initial positions we computed the solution to the games when a converted optimal cop plays a converted optimal robber and when a converted optimal cop plays a hill climbing robber due to the Cover heuristic. This is an analogy to the previous suboptimality experiments. The first game is an approximation to the optimal value and the second game is the evaluation of cover against an


Figure 5.20: PRA* cop vs. Greedy and Cover targets.
optimal playing cop.
Recall that the Cover heuristic is designed to maximize the agent's covered area. We also experimented with an opposing approach for the robber. Instead of hill climbing, the algorithm tries to decrease the heuristic value, i.e. to minimize its covered area. Since the cop covers all the area that is not covered by the robber, this approach is equivalent to maximizing the cop's cover instead of the robber's cover. We will call this method negative Cover in the following.

The results are plotted as point clouds in Figure 5.21. When averaging the obtained values we discover the following suboptimalities

|  | solution length in \% of converted optimal <br> solution length in Isaza et al.'s framework | suboptimality in our framework |
| ---: | :---: | :---: |
| Cover | $64.09 \%$ | $58.78 \%$ |
| negative Cover | $60.76 \%$ | $64.37 \%$ |

As a comparison we have included the obtained suboptimalities of our previous experiments from Subsection 5.5.1 computed solely on the 1000 instances of the map in Figure 5.16. Note that the agents optimize for the accumulated number of turns in our framework rather than the distance traveled by the cop. These results clearly show that the performance of Cover is similar in both frameworks.

We have investigated Cover's performance when one fast cop plays a slow robber. The experiments performed by Isaza et al. include multiple cops at the same speed of the target or slower than the target. Although they did not perform a statistically significant study it remains to show that the original Cover algorithm will perform similar even when multiple cops are involved. Since the state space with two cops is significantly larger than the state space with only one cop we could not conduct experiments on the map used above. We used the map depicted in Figure 5.22 that has 501 vertices and was modeled with octile connections. Hence, the state space has $63,001,251$ states, approximately twice as many as in the above experiment even though the map is significantly smaller. We used two cops and one robber with the same speed and computed a Nash equilibrium in our framework that optimizes for the sum of distances the cops travel.

When converting this equilibrium to Isaza et al.'s framework we noticed that it is easily possible to force two converted optimal cops into an infinite loop. As an example, consider a situation where


Figure 5.21: Converted optimal cop playing hill climbing due to Cover and negative Cover heuristic.
the robber is currently moving towards a vertex $v$, one cop is adjacent to $v$ and both cops have to declare their move. This is interpreted as if the robber is already on $v$. In our framework, the cop adjacent to $v$ would move to $v$, immediately capture the robber, and the second cop could stand still. Hence the first cop moves towards $v$ and the second stays still. However, while the first cop is still moving towards $v$, the robber arrives in $v$ and chooses a new vertex to move to. When the first cop then arrives in $v$ he faces the same situation as before. This can lead to infinite move cycles that are only due to the different movement model.

Since in a video game it is of minor importance whether the opponent is exactly on top of the agent or just very close (less than one vertex away) we eliminated this problem here by declaring capture if, at any given point in time, the robber and a cop each execute a move that leads towards the same vertex. Hence, both agents do not have to arrive at the same time in this vertex but only move towards it at the same time. The Cover implementation in Isaza et al.'s framework requires the definition of capture. Therefore, we also modified its implementation to respect this change.

We used 1000 initial positions for the robber and the two cops on the map depicted in Figure 5.22. We measured the sum of the distances the cops traveled throughout each simulation. As an approximation to the optimal value we used the values obtained by a converted optimal robber competing against two converted optimal cops, named converted optimal solution length. Running hill climbing with Cover and negative Cover heuristic gave the following results:

|  | solution length in \% of converted optimal solution length |
| ---: | :---: |
| Cover | $69.60 \%$ |
| negative Cover | $69.53 \%$ |

Although these results are slightly better than for the one cop case this shows that Cover still performs the same since the map was smaller and did not have many big open areas that could confuse the heuristic (see the counterexamples against optimality for 1-cop-win graphs below).

Both of the above experiments also show a different problem. When the target minimizes its


Figure 5.22: The map used to compare Cover with a converted optimal target when playing two converted optimal cops.
own covered area, i.e. negative Cover, it achieves a similar suboptimality compared to maximizing it's own covered area. The latter is usually interpreted as the robber counteracting the cops cover approach. The prior can be interpreted as the robber cooperating with the cops. Since Cover has the incentive to spread teammates across the map this effectively results in the robber trying to distance himself from the cops. However, it seems a contradiction that the robber cooperates with the cops when actually they are playing an adversarial game. This suggests a very low correlation between the covered area of an agent and its actual ability to perform well in the game.

Isaza's thesis [36] provides a proof that the cover heuristic gives the exact solution cost when used on 1-cop-win graphs. He addresses the mathematical game and optimality is meant with respect to the number of turns taken when both agents move at same speed, taking turns alternatingly. It is also implied that hill climbing due to the cover heuristic is an optimal strategy for the cop. In the following, we will outline why these facts are incorrect and show counterexamples.

Unfortunately, Isaza et al.'s framework implements the cover computation slightly different than described in his thesis. Figure 5.23 depicts one counterexample for both variants. It further provides some insight in why Cover is poorly correlated with playing well in the game. The underlying idea of these counterexamples is roughly to have a long path that works as a runoff for the robber and an area that has many nodes but only a small capture time. Then, we can show that the cop makes the wrong move protecting the large area from invasion by the robber which enables the robber to run away much longer due to the long runoff. Informally speaking we show that the area covered does not correlate with the actual capture time.

First consider the computation described in Isaza's thesis [36]. Here, Cover is computed beginning with the cop taking actions, regardless of who's turn it is going to be in reality. Consider Figure 5.23(a), the cop being at $c$, the robber at $r$ and it is the cop's turn. The cop can decide whether to stay at $c$, to go to $b$ or $d$. Staying in $c$ is clearly dominated by either going to $b$ or $d$, for optimality and the cover computation alike. When he moves to $b$ he then evaluates the new position by the Cover heuristic. The evaluation starts with the cop taking action, regardless of the fact that it is actually the robber's turn. Therefore, the sequence of expansions is


Figure 5.23: A counterexample on 1-cop-win graphs that shows that Cover is not optimal when used for the cop.

| time |  | cop cover | robber cover |
| :--- | :--- | :---: | :---: |
| 0 | $b$ is expanded by the cop | $b$ | $\emptyset$ |
| 0 | $r$ is expanded by the robber | $b$ | $r$ |
| 1 | $r$ is not expanded by the cop since already covered | $a, b, c, d, f$ | $r$ |
| 1 | $a, c, d, f$ are expanded by the cop <br> $e, b, d, f$ are not expanded by the robber since already covered <br> $\geq 2$ <br> the expanded by the robber <br> the area below $f$ will be expanded for the cop and | $a, b, c, d, f$ | $e, r$ |
|  |  |  |  |

Hence, the cop cover will include 10 and the robber cover 11 nodes. When the cop moves to $d$ instead the sequence of computation is
\(\left.\begin{array}{l|l|c|c}time \& \& cop cover \& robber cover <br>
\hline 0 \& d is expanded by the cop \& d \& \emptyset <br>
0 \& r is expanded by the robber \& d \& r <br>
1 \& r is not expanded by the cop since already covered \& b, c, d, e \& r <br>
1 \& b, c, e are expanded by the cop <br>
b, d, e are not expanded by the robber since already covered <br>

a, f are expanded by the robber\end{array}\right) ~ b, c, d, e\)\begin{tabular}{ll}
$a, f, r$ <br>

$\geq 2$ \& | the area below $e$ will be expanded by the cop |
| :--- |
| the area above $f$ will be expanded by the robber |

\end{tabular}

This results in a cop cover of 13 and a robber cover of 8 . This means that the cop will move to $d$ to gain a maximum heuristic value of 13 . However, the only optimal move with respect to capture time is to move to $b$ and the optimal value of the game is 6 cop moves (or 11 if both agents' moves are counted). If the cop does not choose $b$ the robber can escape into the runoff above $f$. In contrast, when the cop does go to $b$ the robber can only run into the larger area below $e$. Here, capture time is small.

The framework of Isaza et al.implements the cover computation slightly different. Here, a vertex is only declared as covered by an agent when he arrives at that vertex. Due to the fact that we
deal with the mathematical model here, all the edge costs are one (the objective is to minimize or maximize the number of turns). Furthermore, the evaluation does not always start with the cop. In contrast, the normal game is simulated, i.e. each agent moves when he is scheduled next. Now, consider Figure 5.23(b) with the cop at $c$, the robber at $r$ and it is the cop's turn. Clearly, staying at $c$ is dominated by either moving to $a, b$ or $d$, in terms of optimality and covered area. Let the cop decide at time 0 to move to $a$. Then, we have the following computation sequence

| time |  | cop cover | robber cover |
| :--- | :--- | :---: | :---: |
| 0 | $r$ is expanded by the robber | $\emptyset$ | $r$ |
| 1 | $a$ is expanded by the cop | $a$ | $r$ |
| 1 | $k, l$ are expanded by the robber | $a$ | $k, l, r$ |
| 2 | $b, c, e, g$ are expanded by the cop | $a, b, c, e, g$ | $k, l, r$ |
| 2 | $g$ is not expanded by the robber since already covered |  |  |
|  | $h, i$ are expanded by the robber | $a, b, c, e, g$ | $h, i, k, l, r$ |
| 3 | $h, k$ are not expanded by the cop since already covered |  | $a, b, c, d, e, f, g$ |
|  | $d, f$ are expanded by the cop | $h, i, k, l, r$ |  |
| $\geq 3$ | cop starts to expand the path above $g$ | robber expands the area below $i$ |  |

Hence, the cop covers 10 vertices and the robber 9. Since the middle of the graph is symmetric we can immediately follow that when the cop moves to $d$ in his first move the computation will calculate a cop cover of 11 and robber cover of 8 . It remains to investigate the case when the cop moves to $b$. Then, we have

| time |  | cop cover | robber cover |
| :--- | :--- | :---: | :---: |
| 0 | $r$ is expanded by the robber | $\emptyset$ | $r$ |
| 1 | $b$ is expanded by the cop | $b$ | $r$ |
| 1 | $k, l$ are expanded by the robber | $b$ | $k, l, r$ |
| 2 | $a, c, d, e, f$ are expanded by the cop | $a, b, c, d, e, f$ | $k, l, r$ |
| 2 | $g, h, i$ are expanded by the robber | $a, b, c, d, e, f$ | $g, h, i, k, l, r$ |
| 3 | $g, h, i$ are not expanded by the cop since already covered |  |  |
| $\geq 3$ | the robber expands the nodes above $g$ and below $i$ |  |  |

Therefore, when the cop moves to $b$ the heuristic returns a cop cover of 6 and a robber cover of 13 . Thus, the cop has to move to $d$ to gain a maximum heuristic value of 11 . However, the only optimal move to reduce capture time is to move to $b$ and the optimal value of the game is 5 cop moves (or 9 if cop and robber moves are counted). When the cop moves to $b$ the robber can neither escape in the areas above $g$ nor below $i$. Any other move makes it possible for the robber to escape in either of the two areas which increases the number of moves necessary for capture.

It remains to remark that the subgraph above $g$ and below $i$ in the graph in Figure 5.23(b) could have been symmetric. Then, a Cover cop would have to break ties between moving to $a$ or $d$ whereas the optimal move remains $b$. We intentionally avoided the tie breaking by making these subgraphs asymmetric and therefore letting Cover choose one of the two moves deterministically.

Cover is also not an optimal algorithm for the robber even on 1-cop-win octile connected maps (cf. to the optimality of our algorithm, TrailMax, on such maps in Section 5.4). Using a map from the experiments in Subsection 5.5.1 that is 1-cop-win and has 1557 vertices, we simulated the same
speed game on 1000 randomly generated initial positions. Playing against an optimal cop at the same speed, both the original as well as our modified version only achieved a suboptimality of $23.65 \%$ and $98.07 \%$ on this map, respectively. This means that there is at least one strategy for the cop that achieves a smaller payoff against a Cover cop than the optimal value of the game. Hence, neither the original nor our modified Cover algorithm are optimal strategies for the robber on 1-cop-win octile connected maps.

### 5.6 Summary and open problems

Modern computer games require algorithms that compute move policies extremely fast to satisfy computation time requirements. Within this scope, computing optimal strategies is not a feasible approach. Hence, we have to investigate approximation algorithms. There are two major difficulties connected with the problem of computing such approximations. First, we would like to have a solution that resembles intelligent moves, hence is close to an optimal strategy. Second, the solution has to be computed quickly to satisfy computation time constraints.

Within this chapter, we have investigated several algorithms: Cover and our modification of Cover, hill climbing with perfect and maximum norm distance metric, Minimax, Dynamic Abstract Minimax and a variation, a random beacon algorithm and our new algorithms TrailMax and Dynamic Abstract TrailMax. We measured three quantities, practical performance in terms of node expansions and nodes touched, suboptimality and exploitability. The first two were evaluated in experiments on four different sets of maps running against a cop playing according to a Nash equilibrium. The latter was assessed by computing best responses on one set of maps and comparing them to the optimal solution.

Our analysis showed that our new approaches outperform all the previous techniques in quality, i.e. in suboptimality and exploitability. Furthermore, our new algorithms scale well with respect to computation time, meeting modern computer game computation time constraints. Hence, this work redefines the state-of-the-art in perfect information moving target search.

We discovered significant differences between our results and the reported behavior of the original Cover algorithm by Isaza et al. $[36,37]$. We implemented multiple experiments to verify that the achieved capture times correspond to each other in both our and Isaza et al.'s frameworks. Conducting analogous suboptimality experiments for the one and two cop case showed similar performance to our results in Isaza's framework. These results suggest a low correlation of the original Cover heuristic to playing well in the game. Furthermore, we disproved Isaza's theorem stating that the Cover heuristic is optimal on 1-cop-win graphs.

There are several lines for future research. First, we only investigated algorithms for computation of target move policies. Most of the algorithms have either been already used for the cops or it seems likely that they can be altered to serve as pursuer algorithms. An evaluation of such algorithms with respect to our measures suboptimality and exploitability remains for future investigation. Note, that
it is unknown how a best response against a pursuer algorithm can be computed efficiently because the RA algorithm cannot be used in this case (cf. Section 3.1). Furthermore, having such algorithms at hand it would be of interest to perform a tournament evaluation, i.e. letting all pursuer algorithms play against all target algorithms.

Within our experiments, we have evaluated TrailMax's and DATrailMax's performance with respect to the theoretical measure of nodes expanded per turn. However, the algorithms do not actually spread their computation among the turns. Hence, future research is needed to either modify the computation of TrailMax or find a similar approximation whose computation can be distributed. Possible candidates are variations of TrailMax where the expansions around the robber's and cop's current vertex are limited to a certain radius or where points on the periphery of these areas are sampled.

## Chapter 6

## Mathematical cops and robbers

As far as the laws of mathematics refer to reality, they are not certain; and as far as they are certain, they do not refer to reality.

Albert Einstein (1879-1955)

Since the 1980 's, the cops and robber problem has been given much attention in the mathematical literature. In Chapter 2 we only gave the necessary definitions for the previous chapters. Here, we will further engage in a discussion of the four major questions that are associated with the mathematical game of cops and robber and that have been addressed in the literature. The goal of this chapter is to outline more mathematical background and to present some results that have been by-products of the main work on this thesis.

The main problems connected to cops and robber are the following: First, we will consider the cop number of a graph (cf. Definition 2.4) in Section 6.1. We will outline known results for some classes of graphs and the order of the cop number with respect to the number of vertices in the graph. Second, the characterization of graphs where multiple cops can win is an open problem. We extend the idea from the one cop case (cf. Theorem 2.7) to the multiple cops case and give a few results on the characterization of some graphs where two cops have a winning strategy in Section 6.2. Third, we address the time to capture, called search time, and its worst case equivalent for given initial positions, called capture time (cf. Definition 2.5) in Section 6.3. Search time has been studied on graphs where one cop is sufficient to catch a robber and we review these results. Capture time is a new parameter and we establish tight bounds for the one cop case. Moreover, we computed the maximal search and capture time for graphs where two cops have a winning strategy with up to nine vertices. Fourth, we shortly discuss the complexity of computing the cop number and the complexity of computing strategies for the game. Finally, we outline some variations that have been addressed in the literature and link to references for the study of such modifications.

### 6.1 Cop number

Recall that the cop number of a graph $G$ is the minimal number of cops that are required to catch a robber on that graph and is denoted by $c(G)$ (cf. Definition 2.4). This graph parameter has been studied extensively in the mathematical literature $[1,13,14,16,17,24,25,41,50,72]$. However, we only review the most interesting results here for completion of the mathematical overview and to give more insight into the problem. The algorithms in previous chapters are used to compute strategies and are designed to work with a static number of cops, that is given as an input. We did not intend to design algorithms for a variable number of cops. However, the RA algorithm in Section 3.1 can also be used to determine the cop number of a graph and is, to the best of our knowledge, the computationally fastest algorithm to achieve this task.

The cop number is closely related to the treewidth $\operatorname{tw}(G)$ of a graph. In fact, the treewidth is equal to the cop number in a variation of the game (cf. Section 6.5). Furthermore, the cop number in its original definition is known to be bounded by the treewidth.

Theorem 6.1 (by [41]) $c(G) \leq \operatorname{tw}(G) / 2+1$.

Treewidth is an important graph parameter since many known NP-hard problems are solvable in polynomial time for graphs with bounded treewidth [10]. We will also see in Section 6.4 that as a corollary of Theorem 6.1, a solution to the cops and robber problem is computable in polynomial time for graphs with bounded treewidth. However, it is NP-hard without this assumption.

The cop number is important with respect to network security. When modeling a network by a graph, one can ask the question of how secure this network might be when an intruder, e.g. virus, has to be found and eliminated quickly. Studies that are concerned with this measure of security are also performed on infinite or random graphs [13, 14, 50].

In general, it is possible to construct graphs with an arbitrarily high cop number. Aigner and Fromme [1] proved a first result with the help of graphs with high minimum degree. Their result was extended by Frankl [24] which we review here. Recall that the girth of a graph is the length of a shortest cycle contained in the graph.

Theorem 6.2 (by [24])
Let $G$ have minimum degree $d$ and girth at least $(8 t-3)$ for some $t$. Then $c(G)>(d-1)^{t}$.

It is an interesting question if the cop number is bounded for certain types of graphs. Exact bounds are known for specific classes, e.g. Cayley graphs [24, 25, 34], cartesian products of trees [51] and for graphs where minors are excluded [6]. Furthermore, bridged graphs are 1-copwin [7, 16], hence chordal graphs are 1-cop-win. An interesting result on classes of graphs that are not permitted to have a certain induced subgraph has been found recently by Joret et al. [41]. Recall that a path $P_{n}$ is the graph $(\{1, \ldots, n\},\{(i, i+1) \mid 1 \leq i \leq n-1\})$.

Theorem 6.3 (by [41])
The class of graphs that do not have an induced subgraph $H$ has a bounded cop number if and only if every connected component of $H$ is a path.

Bounding the length of an induced path means that every longer path through the graph must have a chord. Following from this theorem we know in particular that the classes with bounded length on induced paths have a bounded cop number. Notice however, that the inverse is not true. There are classes of graphs with arbitrary long induced paths that have a bounded cop number.

There are multiple graph parameters that have been used in trying to establish general bounds. Following Theorem 6.2, Andreae [5] proved that even with bounded minimum degree there are graphs with arbitrary high cop numbers, thus the minimum degree is not a graph parameter that can be used to produce a bound.

Theorem 6.4 (by [5])
For each $d, k \in \mathbb{N}$ with $d \geq 3$, there exists a d-regular connected graph $G$ with $c(G) \geq k$.
However, there is a relationship between the (orientable) genus $g(G)$ and its cop number. The following result is especially interesting for planar graphs, i.e. graphs with genus 0 . The resulting corollary has been proved earlier by Aigner and Fromme [1].

Theorem 6.5 (by [72]) $c(G) \leq\left\lfloor\frac{3}{2} g(G)\right\rfloor+3$.
Corollary 6.6 (by [1]) $c(G) \leq 3$ for any planar graph $G$.
It is also interesting to investigate the order of the cop number when the graph increases in size. Meyniel conjectured that $c(G)=O(\sqrt{|V(G)|})$ (see Frankl [24]). However, the best currently proved result is established by Chiniforooshan [17].

Theorem 6.7 (by [17]) The cop number of any n-vertex graph is in $O\left(\frac{n}{\log n}\right)$.

### 6.2 Characterization of cop-win graphs

The characterization of $k$-cop-win graphs has not yet been solved satisfactorily. The only known characterization is for 1-cop-win graphs and is based on recursive vertex removal [1, 64]. We have reviewed this characterization in Theorem 2.7. The question of how $k$-cop-win graphs can be characterized is open for $k \geq 2$ for the general problem as well as all variations (see Section 6.5). However, we will generalize the idea of vertex removal from the characterization of 1-cop-win graphs and engage in a discussion on potential characterizations of 2-cop-win graphs. We also give a construction of some 2-cop-win graphs. However, a complete characterization of 2-cop-win graphs remains an open problem. Knowing the characterization of 1-cop-win graphs, it is also interesting to investigate the number of 1-cop-win graphs with a given fixed number of vertices. This question has never


Figure 6.1: Example of a retract $\phi$ which is indicated by the dotted arrows.
been addressed. We compute the number of 1-cop-win graphs with up to nine vertices and therefore initiate the discussion on this problem.

The characterization of 1-cop-win graphs in Theorem 2.7 can be proved with the help of retracts which we will define below. Having this notation at hand it is possible to extend this theorem to $k$-cop-win graphs.

Definition 6.8 (homomorphism and retract)
A homomorphism is an edge preserving mapping from a graph $G$ to a graph $H$. That means $\phi$ : $V(G) \rightarrow V(H)$ is a homomorphism if

$$
\forall(u, v) \in E(G):(\phi(u), \phi(v)) \in E(H) \text { or } \phi(u)=\phi(v)
$$

For simplification $\phi$ will be denoted as $\phi: G \rightarrow H$. A graph $G$ is said to be homomorphic to $H$ if there exists a homomorphism from $G$ to $H$.
A retract is a homomorphism from a graph $G$ to an (induced) subgraph $H$ of $G$ that is the identity on $H$, i.e. $\forall v \in V(H): \phi(v)=v$.

An example of a retract is depicted in Figure 6.1. The induced subgraph $H$ is formed by $a$ and $b$ and the retract $\phi$ is indicated by dotted arrows. To check whether $\phi$ is indeed a retract we first have to check that it is a homomorphism. For every edge between two vertices in the original graph there is either an edge between the images of the vertices or the images are the same. Second, $\phi$ projects onto an induced subgraph of the original graph. Hence, $\phi$ is a retract.

Theorem 6.9 (by [8])
If $G$ is connected and $\phi: G \rightarrow H$ is a retract, then
(a) $c(H) \leq c(G)$ and
(b) $c(G) \leq \max \{c(H), c(G-H)+1\}$

The proof of (a) is simple. When playing on $H$ the cops play on $G$ and map all their actions into $H$ by the given retract. The idea behind (b) is that $c(H)$ cops will catch the image of the robber under $\phi$ (in $H$ ). Then, one is left behind to stay on the image and $c(G-H)$ cops are send to search the remaining graph.


Figure 6.2: Example of a weak pitfall.

Let $(p, d)$ be a pitfall in $G$ (cf. Definition 2.6). Then we can construct a retract $\phi: G \rightarrow G-\{p\}$ such that $\phi(p)=d$ and the identity otherwise. Hence, pitfalls are retracts and therefore, by removing pitfalls from the graph, the cop number does not increase. Thus, Theorem 6.9(a) is a generalization of the forward implication of Theorem 2.7. However, the fact that adding a pitfall to a cop-win graph results in a cop-win graph cannot be seen from Theorem 6.9.

Another retract is a weak pitfall. Given a pair $(p, d)$ of vertices, $p$ is called a weak pitfall and $d$ a weak dominating vertex if $N(p) \subseteq N(d)$. Notice that, in contrast to a pitfall, $d$ and $p$ can be at distance two from each other. A weak pitfall is depicted in Figure 6.2. It follows from Theorem 6.9 that adding or removing weak pitfalls to or from a 2-cop-win graph results in a 2-cop-win graph. But, even more is known. A tandem is a pair of cops that have to be at distance at most one after every (joint) move. Clarke [18] proved that the graphs that can be reduced to one vertex by removing pitfalls and weak pitfalls are tandem win.

Using general retracts gives rise to our construction of (some) 2-cop-win graphs that can easily be extended to the $k$-cop-win case.

## Construction 6.10

Given a $k$-cop-win graph $G$, find $a(k-1$ )-cop-win (not necessarily induced) subgraph $H$ of $G$. Furthermore, find a connected, $(k-1)$-cop-win graph $H^{\prime}$ that is homomorphic to $H$, let $\psi$ be the homomorphism. Obtain a new $k$-cop-win graph $G^{\prime}$ in the following way. Join $G$ and $H^{\prime}$. Given all the edges $\left(h^{\prime}, v\right)$ where $v \in N\left[\psi\left(h^{\prime}\right)\right]$ and $h^{\prime} \in H^{\prime}$, add at least one of them to $G^{\prime}$.

Proof. Construct a retract $\phi$ by setting $\phi(v)=v$ for all $v \in G$ and $\phi\left(h^{\prime}\right)=\psi\left(h^{\prime}\right)$ for all $h^{\prime} \in H^{\prime}$. It follows from Theorem 6.9 that $G^{\prime}$ is $k$-cop-win.

An example of this construction is depicted in Figure 6.3. The dotted arrows signify the homomorphism $\psi$. The question of whether or not all 2-cop-win graphs can be constructed with this method remains open for further investigation.

Theorem 2.7 suggests another generalization to approach the characterization of $k$-cop-win graphs, in particular of 2-cop-win graphs. Define a 2-pitfall to be a triple $\left(p, d_{1}, d_{2}\right)$ such that $N[p] \subseteq N\left[d_{1}\right] \cup N\left[d_{2}\right]$. Note that $d_{1}$ does not necessarily have to be different from $d_{2}$. Since two cops can capture a robber in a 2-cop-win graph, the robber must be caught in a 2 -pitfall at the end of the game. Thus, every 2-cop-win graph has at least one such 2-pitfall.

Unfortunately, assuming that removal of 2-pitfalls in any order yields a 2-cop-win graph is false.


Figure 6.3: Visualization of Construction 6.10. $\psi$ is indicated by the dotted arrows.


Figure 6.4: Petersen graph joint by an additional vertex $v$. This graph is 2-cop-win.

Consider the Petersen graph joint by an additional vertex $v$ as depicted in Figure 6.4. Within this graph, $v$ is a 2-pitfall with dominating vertices $a$ and $b$. Notice that there are also other pairs of vertices that dominate $v$. When removing $v$ from the graph, the result is the Petersen graph. The Petersen graph is the smallest 3-cop-win graph and it is known that all connected graphs with at most 10 vertices, except for the Petersen graph, are 2-cop-win [6]. This shows that removal of a 2-pitfall can increase the cop number. Moreover, removing a vertex from a cycle with four vertices $C_{4}$, which is 2-cop-win and every vertex is a 2-pitfall, yields a path with three vertices $P_{3}$, which is 1 -cop-win. However, recall that a $\ell$-cop-win graph is also a $k$-cop-win graph if $\ell \leq k$.

Conversely, adding a 2-pitfall to a 2-cop-win graph can increase and decrease the cop number as well. Consider the graphs depicted in Figure 6.5. The central vertex on the right is dominated by all pairs of vertices of the original $C_{4}$. However, the new graph is 1-cop-win since the cop can start in the central vertex and then catch the robber in the next move. Now, consider Figure 6.6. The graph without $a$ is 2-cop-win, the cops start in $c$ and $b$ and can clear the graph from there. $a$ is a 2-pitfall


Figure 6.5: By adding a 2-pitfall to a 2-cop-win graph (square) it is possible to decrease the cop number.


Figure 6.6: The full graph is 3-cop-win whereas the graph without $a$ is 2-cop-win.
dominated by $v$ and $d$. But, the full graph is 3-cop-win.
Notice that there are other 2-pitfalls in the graph in Figure 6.4 at $b$, dominated by $v$ and $e$, and $f$, dominated by $v$ and $g$. When removing $b$ from the graph, the resulting graph has 10 vertices and is not equal to the Petersen graph and is thus 2-cop-win. The same holds true for $f$. Therefore, it is possible to conjecture the following.

## Conjecture 6.11

For every 2-cop-win graph there is a 2-pitfall that can be removed from the graph without increasing the cop number.

If this holds true, conversely, it follows that for every 2-cop-win graph there is a construction of a sequence of 2-cop-win graphs via 2-pitfalls that yields the final graph. Such a construction for the graph in Figure 6.4 can be found in Figure 6.7. The added vertex in each step is encircled with a solid line whereas its two dominating vertices are marked with dotted lines.

## Lemma 6.12

Let $\phi: G \rightarrow G-\{v\}$ be a retract. Then $v$ is a 2-pitfall.
Let $\phi: G \rightarrow G-\{v, w\}$ be a retract. Then $v$ and $w$ are 2-pitfalls.
Proof. Due to the definition of a retract we have for all $u \in N(v)$

$$
\phi(v)=u \quad \text { or } \quad(\phi(u), \phi(v))=(u, \phi(v)) \in E(G-\{v\})
$$

since $\phi$ is the identity on $G-\{v\}$. Therefore, it follows that $N(v) \subseteq N(\phi(v))$. Let $u \in N(v)$ then $N[v]=N(v) \cup\{v\} \subseteq N(\phi(v)) \cup N(u) \subseteq N[\phi(v)] \cup N[u]$. Hence, the first part follows.
Now, consider the second part of the theorem and let $v$ and $w$ not be neighbors in $G$. Analogously to the first part, it follows that $v$ and $w$ are 2-pitfalls. Let $v$ and $w$ be neighbors in $G$. Then, it follows that $N(v)-\{w\} \subseteq N(\phi(v))$ since $\phi$ is the identity on $G-\{v, w\}$. Therefore $N[v]=$ $(N(v)-\{w\}) \cup\{v, w\} \subseteq N[\phi(v)] \cup N[w]$, thus $\phi(v)$ and $w$ dominate $v$. Analogously, $\phi(w)$ and $v$ dominate $w$. This proves the second part.

Hence, for graphs where it is possible to remove some vertices $v$ and $w$ such that $\phi: G \rightarrow$ $G-\{v\}$ or $\phi: G \rightarrow G-\{v, w\}$ are retracts, the conjecture is proved. This is due to the fact that $v$ and $w$ are 2-pitfalls, thus there are 2-pitfalls such that after their removal the resulting graph is


Figure 6.7: Sequence of 2-cop-win graphs that lead to a construction via 2-pitfalls. The new vertex in each step is circled with a solid line and its dominating vertices are circled with a dotted line.

| number of vertices | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| connected graphs | 1 | 2 | 6 | 21 | 112 | 853 | 11117 | 261080 |
| (connected) (1)-cop-win graphs | 1 | 2 | 5 | 16 | 68 | 403 | 3791 | 65561 |
| connected planar graphs | 1 | 2 | 6 | 20 | 99 | 646 | 5974 | 71885 |
| (connected) planar (1)-cop-win graphs | 1 | 2 | 5 | 15 | 59 | 294 | 1890 | 15304 |

Table 6.1: Number of connected, (1)-cop-win, connected planar and planar (1)-cop-win graphs with respect to the number of vertices.

2-cop-win. The proof or disproof of the conjecture for graphs with no such retracts remains open. An example graph where there are no retracts that abstract one or two vertices is $C_{7}$, the cycle with seven vertices. Here, all vertices are 2-pitfalls but non can be retracted.

Having a characterization for cop-win graphs at hand, it is interesting to investigate the number of cop-win graphs with respect to the number of vertices. Using the tool nauty [53] we generated the sets of all connected and connected planar graphs respective to their number of vertices and up to isomorphisms. Then, using an adjusted and optimized version of the RA algorithm from Section 3.1, we selected all the graphs that are 1-cop-win computationally. The results can be found in Table 6.1. The relation of the number of cop-win graphs due to the number of vertices has never been explored. Hence, our computation yields the first results on this question. Finding an explicit representation of these numbers is a very challenging problem that remains for future investigation.

### 6.3 Search and capture time

Recall that the search time of a graph $G$ is the number of (joint) moves $c(G)$ cops need to catch a robber on $G$ after selecting their initial positions and is denoted by $\operatorname{st}(G)$ (cf. Definition 2.5). The capture time $\operatorname{ct}(\mathbf{s})$ is the time the cops need to capture the robber given initial positions $\mathbf{s}$ and the

| vertices | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| search time for 1-cop-win graphs | 1 | 1 | 2 | 2 | 3 | 3 | 4 | 5 |
| capture time for 1-cop-win graphs | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 9 |
| search time for connected 2-cop-win graphs | 0 | 1 | 1 | 1 | 2 | 2 | 2 | 3 |
| capture time for connected 2-cop-win graphs | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |

Table 6.2: Maximal search time for connected cop-win and 2-cop-win graphs due to the order of the graph.
capture time of a graph $G$, denoted by $\operatorname{ct}(G)$, is the maximum of $\operatorname{ct}(\mathbf{s})$ over all $\mathbf{s}$ in the state space (cf. Definition 2.5).

Bounding the search and capture time by the number of vertices in the graph is possible. Using the sets of all connected graphs we determined all connected cop-win and connected 2-cop-win graphs and their maximal search and capture time with the help of the RA algorithm in Section 3.1. The results can be found in Table 6.2. Knowing only the search time for cop-win graphs with at most five vertices, Bonato et al. [12] prove by induction that $\operatorname{st}(G) \leq|V(G)|-3$. Using the computed results in Table 6.2 for cop-win graphs with at most seven vertices the same proof can be used to improve this bound.

Theorem 6.13 (first by [28])
Let $G$ be cop-win and $n$ be the number of vertices in $G$. If $n \leq 7$ then $\operatorname{st}(G) \leq\left\lfloor\frac{n}{2}\right\rfloor$. If $n>7$ then $\operatorname{st}(G) \leq n-4$.

Bonato et al. [12] give a simple construction of cop-win graphs with this maximal capture time. The graphs generated by this construction are planar, hence the theorem also holds for planar graphs. Gavenčiak [27, 28] proved the obtained search time values in Table 6.2 for at most seven vertices analytically. Furthermore, he characterizes cop-win graphs with maximal search time and studies the size of the set of all these graphs.

Capture time is a new parameter that has not been studied in the mathematical literature before. We give best possible bounds on the capture time for 1-cop-win graphs and generalize these bounds to some $k$-cop-win graphs in the following.

## Theorem 6.14

Let $G$ be cop-win and $n$ be the number of vertices in $G$. If $n \leq 8$ then $\operatorname{ct}(G) \leq n-1$. If $n>8$ then $\operatorname{ct}(G) \leq 2 n-9$.

Proof. Let $n \leq 8$. The values have been proved computationally with the use of the RA algorithm in Section 3.1. An example graph with the worst case capture time is a $P_{n}$ and spawning the robber and the cop on opposite sides of the path.
Let $n>8$. The proof is by induction with the computed value of 9 as a base case for $n=9$. Let $G$ have $n+1$ vertices and let $(p, d)$ be a pitfall with its dominating vertex in $G$. Further, let $G^{\prime}=G-\{p\}$ be the graph without $p$. Due to the characterization of cop-win graphs, $G^{\prime}$ is cop-win.


Figure 6.8: The construction of graphs $M_{i}$ with maximal capture time.

We describe a winning strategy for the cop. He plays his strategy on $G^{\prime}$ whenever the robber is on $G^{\prime}$. When the robber enters $p$ the cop acts as if the robber would be at $d$ and keeps playing his strategy on $G^{\prime}$. Notice that every adjacent vertex of $p$ is also adjacent to $d$, hence the simulation of the robber going to $d$ instead of $p$ is a valid move in $G^{\prime}$. Assume capture has to occur in $p$. Then the cop captures the imaginary position of the robber in $d$ first. If the robber is not at $d$ he is at $p$. Then, the cop can capture the robber in one more move. When capture does not occur in $p$, then capture occurs in $G^{\prime}$. Hence, when trying to catch the robber, the solution length can only increase by at most one when adding a new vertex.

Since the cop can be spawned anywhere in the graph, he can either be spawned in $G^{\prime}$ or on $p$. In the first case, he can start capturing the robber immediately with the above strategy. In the second case, he needs one additional move to get to $G^{\prime}$ and then executes the above strategy. Hence, the capture time increases by at most one because of the strategy and at most one because of the access to $G^{\prime}$. Therefore, $\operatorname{ct}(G) \leq \operatorname{ct}\left(G^{\prime}\right)+2 \leq 2 n-9+2=2(n+1)-9$.

This bound is the best possible. Trivially, for $n \leq 8$ using $G=P_{n}$ and spawning cop and robber on opposite sides of the path shows the tightness of the bound. For $n>8$ consider the family of graphs $M_{i}$ that can be constructed as depicted in Figure 6.8. Placing the robber at $r$ and the cop at $c$ results in maximal capture time. The cop runs towards the robber until he arrives at either $a$ or $a^{\prime}$. The robber then chooses to move to $b^{\prime}$ or $b$ and the cop goes to $a^{\prime}$ or $a$, respectively. The chase then continues down the runoff until the robber gets caught in the original starting position of the cop.

Notice that the described strategy in the proof is nothing else than using a retract from $\phi: G \rightarrow$ $G-\{p\}$, capturing the image of the robber under $\phi$ first and then moving onto $p$ when the robber is not on $\phi(p)$. However, due to the nature of a pitfall, this technique cannot be directly applied to $k$-cop-win graphs. In the following, we will give an extended bound on the search and capture time when a retract is available.

## Lemma 6.15

Let $G^{\prime}$ be a $k$-cop-win graph and $\phi: G^{\prime} \rightarrow G$ be a retract such that $H=G^{\prime}-G$ is at most $(k-1)$-cop-win. Then,

$$
\begin{aligned}
\operatorname{st}\left(G^{\prime}\right) & \leq \operatorname{st}(G)+\operatorname{ct}(H)+\operatorname{diam}(H)+3 \\
\operatorname{ct}\left(G^{\prime}\right) & \leq \operatorname{ct}(G)+\operatorname{ct}(H)+2 \operatorname{diam}(H)+5
\end{aligned}
$$

Proof. As an example, consider the visualization in Figure 6.3 where the $G^{\prime}$ here is the graph $G$ together with $H^{\prime}$ and we remove the part $H^{\prime}$ which is named $H$ here. Furthermore, note that if $H$ is disconnected we have $\operatorname{diam}(H)=\infty$ and the lemma holds immediately. Thus, we assume $H$ to be connected in the following.

Consider the case where the cops can choose their initial locations. They do so according to their strategy on $G$. Let $r$ always denote the current position of the robber at the respective time. The cops first capture $\phi(r)$, i.e. the image of the robber's position under $\phi$. This takes at most st $(G)$ moves. The capturing cop will stay on $\phi(r)$ for the rest of the game, guarding the image of the robber. When capture of $\phi(r)$ occurs, all other cops can ensure to be at most at distance one of this position. Hence, they can enter $\phi(H)$ by at most one more (joint) move. They then traverse $\phi(H)$ in the direction of a vertex $h^{\prime}=\phi(h)$ that has a neighbor connected to $h$. Traversal of $\phi(H)$ takes at most $\operatorname{diam}(\phi(H)) \leq \operatorname{diam}(H)$ moves and entering $H$ then takes at most two more moves. Afterwards, the robber is being chased down in $H$ which will take at most $\operatorname{ct}(H)$ moves. The first part of the theorem now follows.

Now, consider the case where the cops and the robber are spawned in any positions of the graph. If the cops are spawned in $G$, they immediately proceed with the above strategy. The only difference is that capture of $\phi(r)$ takes at most $\operatorname{ct}(G)$ moves. If the cops are spawned in $H$, they traverse $H$ to get to $G$. This takes at most $\operatorname{diam}(H)+2$ moves. They then proceed with the capture strategy outlined above. This proves the second part of the lemma and completes the proof.

## Corollary 6.16

Let $G$ be a 2-cop-win graph that can be iteratively constructed via a sequence of 2-cop-win graphs $G_{0}, G_{1}, \ldots, G_{k}=G$ by Construction 6.10. Then,

$$
\begin{aligned}
\operatorname{st}\left(G_{i}\right) & \leq 3\left(\left|V\left(G_{i}\right)\right|-\left|V\left(G_{0}\right)\right|\right)+\operatorname{st}\left(G_{0}\right) \\
\operatorname{ct}\left(G_{i}\right) & \leq 5\left(\left|V\left(G_{i}\right)\right|-\left|V\left(G_{0}\right)\right|\right)+\operatorname{ct}\left(G_{0}\right)
\end{aligned}
$$

Proof. The proof is by induction on the iterative construction of $G$. Clearly, the claim holds for $G_{0}$. Assume the claim holds for $i$. Then let $H=G_{i+1}-G_{i}$ be the copy of the cop-win subgraph of $G_{i}$. Due to the construction $H$ is cop-win and there exists a retract from $G_{i+1}$ to $G_{i}$. Therefore, following from Lemma 6.15, we have

$$
\operatorname{st}\left(G_{i+1}\right) \leq \operatorname{st}\left(G_{i}\right)+\operatorname{ct}(H)+\operatorname{diam}(H)+3
$$

It is clear that $\operatorname{diam}(H) \leq|V(H)|-1$. Note that the construction prescribes that $H$ is connected. Now, let $|V(H)| \leq 8$. Then it follows from Theorem 6.14 that $\operatorname{ct}(H) \leq|V(H)|-1$. Hence, by adding $|V(H)| \leq 8$ vertices to the graph the search time increases by at most

$$
\operatorname{increase}(|V(H)|)=|V(H)|-1+|V(H)|-1+3=2|V(H)|+1
$$

Now, let $|V(H)|>8$. Then it follows from Theorem 6.14 that $\operatorname{ct}(H) \leq 2|V(H)|-9$. Hence, by adding $|V(H)|>8$ vertices, the search time increases by at most

$$
\operatorname{increase}(|V(H)|)=|V(H)|-1+2|V(H)|-9+3=3|V(H)|-7
$$

By calculating the values of the increase for $m \leq 8$ it is easy to see, that increase $(m) \leq 3 m$ ( $m \in N, m \geq 1$ ). Therefore, it follows that

$$
\begin{aligned}
\operatorname{st}\left(G_{i+1}\right) & \leq \operatorname{st}\left(G_{i}\right)+\operatorname{increase}(|V(H)|) \\
& \leq \operatorname{st}\left(G_{i}\right)+3|V(H)| \\
& \leq 3\left(\left|V\left(G_{i}\right)\right|-\left|V\left(G_{0}\right)\right|\right)+\operatorname{st}\left(G_{0}\right)+3\left(\left|V\left(G_{i+1}\right)\right|-\left|V\left(G_{i}\right)\right|\right)
\end{aligned}
$$

The first part now follows. The proof of the second part is analog.

In particular, we can bound the search and capture time for 2-cop-win graphs that can be constructed by a sequence starting in $G_{0}=P_{2}$. Then, we have

$$
\operatorname{st}(G) \leq 3|V(G)|-6 \quad \text { and } \quad \operatorname{ct}(G) \leq 5|V(G)|-9
$$

since $\operatorname{st}\left(P_{2}\right)=0$ and $\operatorname{ct}\left(P_{2}\right)=1$ when two cops are used. Unfortunately it is not easy to extend this result recursively to $k$-cop-win graphs that can be constructed with Construction 6.10 . This is due to the fact that the proof depends on the search time of $H$, that is unknown for graphs that do not obey the construction. Even though we know that $G$ can be constructed it is unclear whether $H$ can be.

It is interesting to ask whether there are graph properties other than the number of vertices that can be used to establish bounds on the search and capture time. A first parameter that comes into mind is the diameter.

## Theorem 6.17 (by [32])

For every $s \geq 1$ there is a finite, diameter two, chordal, hence cop-win, graph $G_{s}$ on which the robber can survive for at least s moves, i.e. $\operatorname{st}\left(G_{s}\right) \geq s$.

Since $\operatorname{ct}(G) \geq \operatorname{st}(G)$ this also proves that the diameter is not useful for either search or capture time. Moreover, the length of the longest path or the longest cordless path are not related to search or capture time. With regards to the longest path, consider the complete graph $K_{n}$ for which $\operatorname{st}\left(K_{n}\right)=$ $\operatorname{ct}\left(K_{n}\right)=1$ but the longest path is of size $n$. With regards to the longest cordless path, consider the graph obtained by a path $P_{n}$ joined with a vertex that is connected to all path vertices for which the search time is one and capture time is two but the longest cordless path is of length $n$.

The TrailMax function from Section 5.4 approximates the capture time for given initial positions. We have shown that this function computes the exact capture time for cop-win octile maps (cf. Theorem 5.2), hence also the search time given the optimal initial positions. However, we have also given examples of general cop-win graphs where TrailMax underestimates arbitrarily.

### 6.4 Complexity

With regards to complexity, there are two major problems connected with the game of cops and robber. First, we will investigate the complexity of determining the cop number of a graph. Second, the complexity of determining the search and capture time of a graph given a fixed number of cops will be of interest.

The calculation of the search and capture time is possible via the construction of $W^{\prime}$ 's (Chapter 2). The problem is fixed-parameter tractable with the fixed parameter being the number of cops, i.e. its runtime is in $O\left(n^{O(k)}\right)$ where $n$ is the order of the graph and $k$ is the number of cops. A proof can be found in the paper of Berarducci and Intrigila [8]. A practical formulation of this algorithm has been given by Hahn and McGillivray [33] which we used as a baseline algorithm in Chapter 3 .

The complexity of determining the cop number of a graph has not been completely solved. Goldstein and Reingold [30] proved the following

Theorem 6.18 (by [30])
The problem of determining if $c(G) \leq k$ on an undirected graph $G$ with given initial positions is EXPTIME-complete.

This is particularly interesting because we used given initial positions in the previous chapters. Hence, we cannot hope to determine the cop number in feasible time and then compute strategies for them. This justifies our approach that we assume that a sufficient number of cops is given as an input parameter to the algorithms in previous chapters

The complexity of the game without given initial positions was only solved recently by Fomin et al. [22].

Theorem 6.19 (by [22])
The problem of determining if $c(G) \leq k$ on an undirected graph $G$ without given initial positions is NP-hard.

Goldstein's conjecture that the full mathematical game, i.e. with initial position selection, might be EXPTIME-complete remains an open problem. Nevertheless, when the game is played on directed graphs, Goldstein and Reingold were able to prove that the full game is EXPTIMEcomplete [30].

### 6.5 Variations

There are many variations studied in the literature and a complete discussion is beyond the scope of this thesis. For more detailed reviews see [4, 23, 31]. Nevertheless, a list of the most common possible deviations from the original game definition will be presented below and will be linked to references that are mainly concerned about these games. We include these variations to extend the focus from the very restrictive mathematical definition of the cops and robber game to more general
pursuit games. In fact, we have already used a game where the cops move at faster speed than the robber for our experiments in Chapter 5.

Continuity. The pursuit evasion game can be played in a continuous space with continuous actions. Given movement models the game becomes a game of differential equations, hence the name differential games. Isaacs [35] is the standard book for this type of game. Furthermore, there are multiple studies of games with mixed discrete and continous assumptions (cf. [3, 9] and references therein).

Graph. The original version is played on an undirected graph. There are several results for the case of directed graphs. Besides the EXPTIME-completeness of the full game [30] there is nearly nothing known on characterizations of $k$-cop-win graphs even for $k \geq 1$. To obtain measures of security in networks the cop number has been studied on random graphs [14, 50]. Furthermore, infinite graphs have been given attention in [13, 32].

Information. In the original definition, the cops and robber have full information during all stages of the game. This can be modified in several ways. Studied possibilities are decreasing the visibility of cops and/or robber [40], witnessed versions where witnesses/sensors provide information to the cops [19] similar to a Scotland Yard game, and no information about the robber's position at all [54, 65].

Movement. Cops and robber might not be constrained to move along edges or at the same speed. Seymour and Thomas [73] study a version where the cops use helicopters to go from one vertex to the next, hence are not bound on the graph at all, and the robber can run at infinite speed at any time. They establish the connection between cop number and treewidth.

Theorem 6.20 (by [73])
$G$ has treewidth at least $(k-1)$ if and only if less than $k$ cops cannot catch a robber in the Seymour and Thomas game.

Another common model is that the robber can move at any speed at any time, but the cops are constrained to the graph. This can also be thought of as cops having to clean a graph from a toxic gas. The class of these games is also known as sweeping graph games and has received much attention within the literature $[54,65]$. Furthermore, the cops and/or robber might have different speed [22, 63]. The above mentioned complexity results for undirected graphs also hold for a faster robber and several other classes of graphs [22]. Clarke and Nowakowski studied a series of cops and robber games with many different sorts of constraints on movement [18].

In the model studied in the previous chapters, the cops and robber move alternatingly. This can be changed to a simultaneous action game. We will study the classical cops and robber game, made simultaneous, in Chapter 7. Another source of simultaneous games are sweeping games. Furthermore, the discretizations of continuous-time continuous-action versions are played simultaneously. Here, the cops and the robber move simultaneous in continuous motion. When no analytical solution
to the describing differential equations can be found, the problem is solved with numerical methods. Thus, space is discretized but the action sets remain infinite (usually some sort of compactness is assumed). The game is therefore played on some type of grid but with infinitely many actions. Then, transition probabilities that are induced by the underlying differential equations are included, i.e. the probability that under an action the state is transferred into another state. It has been shown that there exist equilibria in pure strategies for both players and how they can be computed $[47,66]$. A pure strategy in this game can be interpreted as a function that maps the position of an agent to the agent's action which is a discrete solution to the implied differential equations.

Objective. In the original cops and robber game, the robber tries to survive as long as possible. There are other variations where the robber is inert [75] or the cops want to guard a subgraph and the robber tries to enter this region [21]. Furthermore, Bonato and Chiniforooshan [11] generalize the bound on the cop number given in Theorem 6.7 to a game where the cop can shoot the robber from a fixed distance, i.e. the game ends as soon as the cops get within a certain distance of the robber.

### 6.6 Summary and open problems

The cops and robber game has been studied in many variations within the mathematical literature. We reviewed the classical and most common definition. There are four major problems connected with this game. First, the number of cops required to catch a robber. We have reviewed known results and given an overview of the ongoing research. It is very difficult to achieve tight bounds on the number of cops required to catch a robber with respect to some graph properties.

Second, we investigated the characterization of $k$-cop-win graphs. We explained the known characterization for $k=1$ and gave two methods for generalization of these concepts, namely via retracts and $k$-pitfalls. We characterized some 2 -cop-win graphs by using these generalizations. However, the general problem, that has been unsolved for more than two decades, of how $k$-cop-win graphs can be characterized, remains open.

Third, we studied the search time of a graph and the capture time, a new parameter. The search time is known for 1-cop-win graphs. We established tight bounds on the capture time for 1-copwin graphs. Although we give a tool to bound the capture and search time for some $k$-cop-win graphs and deduce some bounds for $k=2$, the problem of establishing bounds for $k \geq 2$ is not yet satisfactorily solved.

Fourth, we reviewed the complexity of computing the cop number of a graph and outlined the complexity for computation of the search time and capture time for each state. Although we know that the entire game, i.e. with initial position selection, is NP-hard it is not known if the game is EXPTIME-complete. However, given initial positions, the game is EXPTIME-complete.

Finally, we discussed several different variations of the game and pointed to references that span a broader field of research connected to the cops and robber game in particular and pursuit games in general.

## Chapter 7

## Simultaneous cops and robber

Problems worthy of attack prove their worth by fighting back.
Paul Erdös (1913-1996)

In this chapter, we will investigate a variation of the original cops and robber game where both players move simultaneously. Our goal is to compute optimal solutions, i.e. a Nash equilibrium. It is well known that a Nash equilibrium might not exist in pure but only in mixed strategies. Since the solution to the alternating game is a pure strategy, the RA algorithm from Section 3.1 cannot be used to approach optimal solutions for the simultaneous game. In the following, we will first define the term strategy for this game variation. Second, we will discuss how a general linear program (LP) can be deduced and why it cannot be solved in practice. Third, we will review Littman's Markov Game formulation [48] and outline how the cops and robber problem can be formulated as an undiscounted case. Value iteration is used to solve the problem but since our formulation is undiscounted there is no standard proof of correctness. We introduce an equivalent formulation of finiteness of the expected value of the simultaneous game and prove that value iteration converges to the correct game values under this assumption.

Since both players move simultaneously we can disregard the tag for whose turn it is in the state space and have to introduce the notion of actions. Note that in the alternating game, an action is the same as a pair of subsequent states since the players move sequentially. However, in the simultaneous game, two actions are taken simultaneously. Hence, the state trajectory is defined by tuples of actions but an action for only one player has to be defined differently than before. Let $\mathbf{s} \in S$ be a state (without the turn tag). Then we denote the different possibilities to move for the robber in s as actions $A_{\mathrm{s}}$ and for the cops as actions $O_{\mathrm{s}}$. Let $A$ be the distinct union of all action sets for the robber for all states and analogously $O$ for the cops.

Definition 7.1 (strategy for the simultaneous move game)
Let $G$ be the graph that the game is being played on, $S$ its state space, $A$ the action set for the robber, $O$ the action set for the cops and $\mathcal{P}(\cdot)$ be the space of probability distributions over a given set. Then, a stationary strategy for the robber player (the cop player) is a function $\theta: S \rightarrow \mathcal{P}(A)$
$(\theta: S \rightarrow \mathcal{P}(O))$ such that

$$
\begin{equation*}
\forall \mathbf{s} \in S: \sum_{a \in A_{\mathbf{s}}\left(O_{\mathbf{s}}\right)} \theta(\mathbf{s})_{a}=1 . \tag{7.1}
\end{equation*}
$$

Note that a strategy in the Nash equilibrium sense is a strategy that keeps track of the history of the game (hence a strategy on the trajectories of the game). Here, both players have full information on the state of the game but no knowledge of the opponent's current action. Hence, optimal play consists of optimal moves in each step given the expected value of the subsequent playout. Therefore, an optimal strategy due to a Nash equilibrium can be represented as a one-step strategy, i.e. a stationary strategy. Since our goal is to compute a Nash equilibrium in optimal strategies and these are equivalent to optimal stationary strategies we will use the term strategy instead of stationary strategy in the following.

Mixed strategies indicate the probability with which an agent, being in a state $\mathbf{s}$, should take an action $a$. Hence, we can interpret this as $\theta^{\prime}: S \times A \rightarrow[0,1]$ with $\theta^{\prime}(\mathbf{s}, a)=\theta(\mathbf{s})_{a}$ for the robber and analogously for the cops. To simplify the presentation we will use this more intuitive notation rather than the above definition in the following.

If the robber and a cop are adjacent to each other it is possible that both agents declare to move along their joining edge in opposite directions during the simulation of the game. In this case the game ends and the robber is declared as being captured.

The immediate approach to finding optimal strategies is to generate a linear program (LP) that solves the game. A (stationary) pure strategy for the robber (the cops) is a strategy such that

$$
\forall \mathbf{s} \in S \quad \exists a \in A_{\mathbf{s}}\left(O_{\mathbf{s}}\right): \quad \theta(\mathbf{s}, a)=1
$$

Since there can only be one such action $a$ for which $\theta(\mathbf{s}, a)=1$ due to (7.1), a pure strategy is a mapping from a state to an action to be taken in the state. This corresponds to the definition of a strategy in the alternating game (see Definition 3.1).

In theory, it is possible to generate all pure strategies $\theta_{C, 1}, \ldots, \theta_{C, p}$ for the cops and $\theta_{R, 1}, \ldots, \theta_{R, q}$ for the robber. Then, playing these strategies against each other and determining the payoff yields the matrix game

$$
B=\left(\begin{array}{ccc}
\operatorname{payoff}\left(\theta_{C, 1}, \theta_{R, 1}\right) & \ldots & \text { payoff }\left(\theta_{C, 1}, \theta_{R, q}\right) \\
\vdots & \ddots & \vdots \\
\operatorname{payoff}\left(\theta_{C, p}, \theta_{R, 1}\right) & \ldots & \operatorname{payoff}\left(\theta_{C, p}, \theta_{R, q}\right)
\end{array}\right)
$$

Note that some of the values in B can be infinite. We want to find the solutions to

$$
\begin{gather*}
\min _{\mathbf{x} \in \mathbb{R}^{p}} \max _{\mathbf{y} \in \mathbb{R}^{q}} \mathbf{x}^{\top} \mathbf{B y} \quad \text { and } \quad \max _{\mathbf{y} \in \mathbb{R}^{q}} \min _{\mathbf{x} \in \mathbb{R}^{p}} \mathbf{x}^{\top} \mathbf{B y} \quad \text { with }  \tag{7.2}\\
x, y \geq 0, \quad \sum_{i=1}^{p} x_{i}=1, \quad \sum_{j=1}^{q} y_{j}=1 .
\end{gather*}
$$

These solutions to (7.2) indeed induce mixed strategies. Having a solution $x$ to the left side of (7.2) we can formulate a mixed strategy $\theta_{C}$ for the cops such that

$$
\theta_{C}(\mathbf{s}, a)=\sum_{i=1}^{p} x_{i} \theta_{C, i}(\mathbf{s}, a)
$$

and analogously $\theta_{R}$ for the robber due to a solution $\mathbf{y}$ to the right side of (7.2)

$$
\theta_{R}(\mathbf{s}, o)=\sum_{j=1}^{q} y_{j} \theta_{R, j}(\mathbf{s}, o)
$$

Since the matrix game $\mathbf{B}$ has a finite number of actions, a Nash equilibrium exists for the matrix game [59, 62]. That means the two terms in (7.2) are equal (to the value of the game). Clearly, the value of the game and the induced (stationary) strategies form an equilibrium in the original game. The left side of (7.2) can be reformulated into a LP to find a strategy for the cops

$$
\begin{array}{cc}
\min _{t \in \mathbb{R}, \mathbf{x} \in \mathbb{R}^{p}} & t+\mathbf{0}^{\top} \mathbf{x} \quad \text { such that }  \tag{7.3}\\
\forall 1 \leq j \leq q: & t \geq \mathbf{x}^{\top} \mathbf{B}_{\cdot \mathbf{j}} \\
\forall 1 \leq i \leq p: & x_{i} \geq 0 \\
& \sum_{i=1}^{p} x_{i}=1
\end{array}
$$

where $\mathbf{B}_{\mathbf{j}}$ denotes the $j$ th column of $\mathbf{B}$. Analogously we can formulate a LP to find an optimal strategy for the robber

$$
\begin{array}{cc}
\max _{s \in \mathbb{R}, \mathbf{y} \in \mathbb{R}^{q}} & s+\mathbf{0}^{\top} \mathbf{y} \quad \text { such that }  \tag{7.4}\\
\forall 1 \leq i \leq p: & s \leq \mathbf{B}_{\mathbf{i}} \cdot \mathbf{y} \\
\forall 1 \leq j \leq q: & y_{j} \geq 0 \\
& \sum_{j=1}^{q} y_{j}=1,
\end{array}
$$

where $\mathbf{B}_{\mathbf{i}}$. denotes the $i$ th row of $\mathbf{B}$.
The problem is that there are exponentially many pure strategies in the number of vertices of the graph, hence $\mathbf{B}$ cannot be generated efficiently and is too large. This renders the approach of solving a directly formulated LP like (7.3) and (7.4) infeasible.

### 7.1 Markov Game formulation

A different approach for theses type of games has been formulated by Littman [48]. We will review his formulation of a Markov Game in the following and outline how this can be used to solve our game.

Let $R(s, a, o)$ be the reward or immediate payoff for one of the two players (in our case the robber) when being in state $\mathbf{s} \in S$ and the robber chooses action $a \in A$ and the cops choose $o \in O$. The reward when the robber takes action $a$ and the cops choose (joint) action $o$ is the maximum of the length of the edges that the agents take to get to their next locations (see the discussion on time and payoff at the beginning of Chapter 3). If all agents decide to stay, the reward is set to one. Hence, the rewards are always greater than 0 . Let $G V(\mathbf{s})$ be the expected reward for the robber in state $\mathbf{s}$, i.e. the game value when the game starts in state $s$ (cf. Definition 3.3). Then we can formulate an
equilibrium, the Bellman equations, as follows

$$
\begin{align*}
G V(\mathbf{s}) & =\min _{\pi \in \mathcal{P}\left(O_{\mathbf{s}}\right)} \max _{a \in A_{\mathbf{s}}} \sum_{o \in O_{\mathbf{s}}} \pi_{o} Q(\mathbf{s}, a, o)  \tag{7.5a}\\
Q(\mathbf{s}, a, o) & =R(\mathbf{s}, a, o)+\gamma G V\left(\mathbf{s}^{\prime}\right) \tag{7.5b}
\end{align*}
$$

where $\mathbf{s}^{\prime}$ is the state that is reached when taking actions $a$ and $o$ from state $\mathbf{s}$ and $0 \leq \gamma \leq 1$ is a discount factor. In fact, this equilibrium defines a $\gamma$-discounted game. When $\gamma=1$, it is the usual cops and robber game.

Note that this equilibrium corresponds to the left term of (7.2). A formulation corresponding to the right term of (7.2) can be obtained by changing the roles of the min and max in (7.5a) with the stochastic choice for the maximization. Note further that Littman formulated the Bellman equations as extensions for general Markov Decision Processes (MDPs), thus including probabilistic transitions from one state to another in (7.5b). However, since the environment we consider here is completely deterministic, we do not need this extra complexity.

Given the values of $Q$ the equation (7.5a) can be solved using linear programming approaches. We used the algorithm due to Robinson within our implementation [70]. The entire system (7.5) can be solved by the following algorithm.

Algorithm 7.1 (value iteration)
Start with an initial estimate $G V_{0}$ for $G V$ and subsequently generate new estimates by treating the equality signs in (7.5a) and (7.5b) as assignment operators, i.e.

$$
\begin{equation*}
G V_{i+1}(\mathbf{s})=\min _{\pi \in \mathcal{P}\left(O_{\mathbf{s}}\right)} \max _{a \in A_{\mathbf{s}}} \sum_{o \in O_{\mathbf{s}}} \pi_{o}\left(R(\mathbf{s}, a, o)+\gamma G V_{i}\left(\mathbf{s}^{\prime}\right)\right) \tag{7.6}
\end{equation*}
$$

Note that this algorithm is a fixpoint iteration but we prefer the name value iteration which is widely used terminology in computing science.

Let $G V_{0}$ be a first estimate and $G V_{i}$ be the estimates of subsequent iterations. Then it has been shown for $0 \leq \gamma<1$ that the sequence $\left(G V_{i}\right)_{i \in \mathbb{N}}$ converges linearly [49, 74]. More precisely, there exists a unique fixpoint $G V^{*}$ and

$$
\left\|G V^{*}-G V_{i}\right\| \leq \gamma^{i}\left\|G V^{*}-G V_{0}\right\|
$$

where $\|\cdot\|$ is the maximum norm [78].
A myopic policy induced by $G V$ is a pair of strategies that obtain game values of $G V$ for the $\gamma$ discounted game. Hence, they are obtained by a one move lookahead with evaluations of subsequent states by $G V$. Let $G V^{\pi}$ be the evaluation of policy $\pi$, i.e. $G V^{\pi}$ is the solution to system (7.5) when $\min$ and max are substituted by play according to the strategies in $\pi$. Informally, $G V^{\pi}$ is the playout of the strategies in $\pi$ in the $\gamma$-discounted game. Now, let $\pi_{i}$ be the myopic policy to $G V_{i}$. Then, if $0 \leq \gamma<1$, it is possible to bound the error between the strategies in $\pi_{i}$ and optimal play (in the $\gamma$-discounted game) by the error of $G V_{i}$ in subsequent iterations [78]

$$
\left\|G V^{\pi_{i}}-G V^{*}\right\| \leq \frac{2 \gamma}{1-\gamma}\left\|G V_{i+1}-G V_{i}\right\|
$$

Therefore, when the difference in two subsequent iterations of the value iteration is small we also know that the difference in performance of a myopic policy, with respect to the current $G V$ estimate, and optimal play is small.

Here, we are interested in the undiscounted game, hence $\gamma=1$. The above convergence results and error bounds can only be obtained for $0 \leq \gamma<1$. Therefore, we will prove that if there is a strategy for the cops to win the simultaneous game the value iteration converges to a fixpoint and this fixpoint defines a Nash equilibrium.

## Definition 7.2

If there is a (stationary) strategy $\theta_{C}$ for the cops and a number $t \in \mathbb{N}$, such that for every (stationary) strategy $\theta_{R}$ for the robber the game (starting in any initial position $\mathrm{s}_{0} \in S$ ) ends after $t$ steps with probability $p>0$, we say the cops can win the game.

## Lemma 7.3

The expected value of the game is finite if and only if the cops can win the game (as in Definition 7.2).
Proof. We first prove that when the cops can win the expected value is finite. Let

$$
\|R\|=\max _{\mathbf{s} \in S, a \in A_{\mathbf{s}}, o \in O_{\mathbf{s}}} R(\mathbf{s}, a, o)
$$

Then, the maximum reward after $t$ steps is $t\|R\|$. Since the cops can end the game after at most $t$ steps with probability $p>0$ we have

$$
\begin{aligned}
\mathbb{E}(G V(\mathbf{s})) & \leq t\|R\|+(1-p)(t\|R\|+(1-p)(\ldots)) \\
& =t\|R\|\left(1+(1-p)+(1-p)^{2}+\ldots\right) \\
& =\frac{1}{p} t\|R\| .
\end{aligned}
$$

Thus, the expected value of the game is finite.
Now, let the expected value of the game be finite. Assume there is no strategy for the cops that fulfills Definition 7.2. Then, for all strategies $\theta_{C}$ for the cops, there is a strategy $\theta_{R}$ such that there is no $t$ for which the game ends after $t$ steps with nonzero probability. Since the state space $S$ is finite, we have that there has to be at least one initial position $s_{0}$ for which the game does not end for any number of steps (otherwise, we would have a $t_{\mathbf{s}}$ for every $\mathbf{s} \in S$ and hence $t=\max _{\mathbf{s} \in S} t_{\mathbf{s}}$ ). Therefore, we have $\mathbb{E}\left(G V\left(\mathbf{s}_{0}\right)\right)=\infty$ which is a contradiction to our assumption. Thus, the cops can win the game.

When using $k$ cops on a graph that is not $k$-cop-win, there is a strategy for the robber to evade capture forever in the alternating game that can be extended to the simultaneous game. The robber plays according to his strategy in the alternating game. He assumes the cops stay still in their first move and declares his answer as his first move in the simultaneous game. He then interprets the actual simultaneous move of the cops as the next alternating move. It is easy to see that the robber can evade capture forever with this strategy.

Therefore, it is a necessary condition to have $k$ cops when playing on a $k$-cop-win graph to be able to bound the expected value of the game. By exploiting the characterization of 1-cop-win graphs (cf. Theorem 2.7) it seems likely that we can prove that the expected value of the game for such graphs is finite. Unfortunately, there is no known characterization for $k$-cop-win graphs $(k \geq 2)$. Therefore, it is a hard problem to answer whether by playing with $k$ cops on a $k$-cop-win graph the expected value of the game becomes finite or not. This question remains for future research. The above definition provides a strong assumption that enables us to prove the convergence of value iteration in the following. It is however unclear, when this assumption holds.

It remains to remark that in the case where the expected value of the game is not bounded everywhere, we need to set $\gamma<1$ to ensure finiteness of $G V$ and $Q$ in (7.5). However, the values in $G V$ are rather uninteresting since large parts of the state space are assigned the same expected value (the maximal value that the value iteration converges to).

## Definition 7.4

According to system (7.5) define the following operator $T:(S \rightarrow \mathbb{R}) \rightarrow(S \rightarrow \mathbb{R})$

$$
T(F)(\mathbf{s})=\min _{\pi \in \mathcal{P}\left(O_{\mathbf{s}}\right)} \max _{a \in A_{\mathbf{s}}} \sum_{o \in O_{\mathbf{s}}} \pi_{o}\left(R(\mathbf{s}, a, o)+F\left(\mathbf{s}^{\prime}\right)\right)
$$

where $\mathbf{s}^{\prime}$ is the state reached from $\mathbf{s}$ via actions $a$ and $o$.

## Lemma 7.5

Let $\left(\theta_{r}, \theta_{c}\right)$ be a Nash equilibrium and $G V^{*}$ be the induced game values, i.e. $G V^{*}(\mathbf{s})$ is the game value when the play starts in $\mathbf{s}$. Then $G V^{*}$ is a fixpoint of $T$.

Proof. The lemma follows by the fact that optimal strategies are optimal stationary strategies. Note that it does not matter if the game is played with sufficiently many cops because then some of the values in $G V^{*}$ are just infinite.

## Lemma 7.6

Let $F^{\prime}, F: S \rightarrow \mathbb{R}$ such that $F^{\prime} \geq F$. Then,

$$
0 \leq T\left(F^{\prime}\right)(\mathbf{s})-T(F)(\mathbf{s}) \leq\left\|F^{\prime}-F\right\|,
$$

where $\|\cdot\|$ is the maximum norm.

Proof. Without loss of generality let $\mathbf{s} \in S$ be fixed. In the following, $\|\cdot\|$ will denote the maximum norm and let $c=\left\|F^{\prime}-F\right\|$. Due to $T$ 's definition $T(F)(\mathbf{s})$ is the solution value to a matrix game with entries from $F$. Therefore, the claim of the lemma means that the game values of the two matrix games can only differ by at most the maximum difference in the entries of the two matrices. Consider the matrix game $\mathbf{B}=\left(R(\mathbf{s}, a, o)+F\left(\mathbf{s}^{\prime}\right)\right)_{o \in O_{\mathbf{s}}, a \in A_{\mathbf{s}}}$ and let further $\mathbf{B}^{\prime}=$
$\left(R(\mathbf{s}, a, o)+F^{\prime}\left(\mathbf{s}^{\prime}\right)\right)_{o \in O_{\mathbf{s}}, a \in A_{\mathbf{s}}}$. Then, $0 \leq B_{i, j}^{\prime}-B_{i, j} \leq c$ and we can rewrite

$$
\begin{align*}
T\left(F^{\prime}\right)(\mathbf{s})= & \min _{\mathbf{x} \in \mathbb{R}^{p}} \max _{\mathbf{y} \in \mathbb{R}^{q}} \mathbf{x}^{\top} \mathbf{B}^{\prime} \mathbf{y}  \tag{7.7a}\\
T(F)(\mathbf{s})= & \min _{\mathbf{x} \in \mathbb{R}^{p}} \max _{\mathbf{y} \in \mathbb{R}^{q}} \mathbf{x}^{\top} \mathbf{B y}, \quad \text { such that }  \tag{7.7b}\\
\sum_{i=1}^{p} x_{i}=1, \mathbf{x} \geq 0, \quad & \sum_{j=1}^{q} y_{i}=1, \mathbf{y} \geq 0 \tag{7.7c}
\end{align*}
$$

where $p=\left|O_{\mathbf{s}}\right|$ and $q=\left|A_{\mathbf{s}}\right|$. Let $\mathbf{x} \in \mathbb{R}^{p}$ and $\mathbf{y} \in \mathbb{R}^{q}$ satisfying the unity conditions (7.7c). Then we have

$$
\begin{aligned}
\mathbf{x}^{\top} \mathbf{B}^{\prime} \mathbf{y} & =\sum_{i=1}^{p} \sum_{j=1}^{q} x_{i} B_{i, j}^{\prime} y_{j} \\
& \leq \sum_{i} \sum_{j} x_{i}\left(B_{i, j}+c\right) y_{j}=\sum_{i} \sum_{j} x_{i} B_{i, j} y_{j}+\sum_{i} \sum_{j} x_{i} c y_{j} \\
& =\sum_{i} \sum_{j} x_{i} B_{i, j} y_{j}+c \sum_{i} x_{i} \sum_{j} y_{j}=\sum_{i} \sum_{j} x_{i} B_{i, j} y_{j}+c \\
& =\mathbf{x}^{\top} \mathbf{B} \mathbf{y}+c .
\end{aligned}
$$

Since $\mathbf{x}$ and $\mathbf{y}$ were arbitrary we can follow that

$$
\begin{aligned}
\max _{\mathbf{y}^{\prime} \in \mathbb{R}^{q}} \mathbf{x}^{\top} \mathbf{B}^{\prime} \mathbf{y}^{\prime} & \leq \max _{\mathbf{y}^{\prime} \in \mathbb{R}^{q}} \mathbf{x}^{\top} \mathbf{B} \mathbf{y}^{\prime}+c \\
T\left(F^{\prime}\right)(\mathbf{s})=\min _{\mathbf{x}^{\prime} \in \mathbb{R}^{p}} \max _{\mathbf{y}^{\prime} \in \mathbb{R}^{q}}\left(\mathbf{x}^{\prime}\right)^{\top} \mathbf{B}^{\prime} \mathbf{y}^{\prime} & \leq \min _{\mathbf{x}^{\prime} \in \mathbb{R}^{p}} \max _{\mathbf{y}^{\prime} \in \mathbb{R}^{q}}\left(\mathbf{x}^{\prime}\right)^{\top} \mathbf{B} \mathbf{y}^{\prime}+c=T(F)(\mathbf{s})+c,
\end{aligned}
$$

where $\mathbf{x}^{\prime}$ and $\mathbf{y}^{\prime}$ obey (7.7c). We have $\mathbf{x}^{\top} \mathbf{B y} \leq \mathbf{x}^{\top} \mathbf{B}^{\prime} \mathbf{y}$ since $0 \leq B_{i, j}^{\prime}-B_{i, j}$. Hence,

$$
\begin{aligned}
\max _{\mathbf{y}^{\prime} \in \mathbb{R}^{q}} \mathbf{x}^{\top} \mathbf{B} \mathbf{y}^{\prime} & \leq \max _{\mathbf{y}^{\prime} \in \mathbb{R}^{q}} \mathbf{x}^{\top} \mathbf{B}^{\prime} \mathbf{y}^{\prime} \\
T(F)(\mathbf{s})=\min _{\mathbf{x}^{\prime} \in \mathbb{R}^{p}} \max _{\mathbf{y}^{\prime} \in \mathbb{R}^{q}}\left(\mathbf{x}^{\prime}\right)^{\top} \mathbf{B} \mathbf{y}^{\prime} & \leq \min _{\mathbf{x}^{\prime} \in \mathbb{R}^{p}} \max _{\mathbf{y}^{\prime} \in \mathbb{R}^{q}}\left(\mathbf{x}^{\prime}\right)^{\top} \mathbf{B}^{\prime} \mathbf{y}^{\prime}=T\left(F^{\prime}\right)(\mathbf{s})
\end{aligned}
$$

where $\mathbf{x}^{\prime}$ and $\mathbf{y}^{\prime}$ fulfill the unity conditions (7.7c). This completes the proof.

## Lemma 7.7

Let $G V^{*}<\infty$ be a fixpoint of $T$ such that $G V^{*}(\mathbf{s})=0$ for all terminal states $\mathbf{s}$, i.e. states where there cannot be taken any actions or all actions lead back to s . If the cops can win the game (due to Definition 7.2) then $G V^{*}$ is equal to the equilibrium value of the game and the induced myopic strategies of $G V^{*}$ are optimal.

Proof. Let $G V$ be a fixpoint of $T$ with the above requirements. Let further $\mathbf{s}_{0} \in S$ be the initial state. Recall, that

$$
\begin{align*}
T(F)(\mathbf{s}) & =\min _{\pi \in \mathcal{P}\left(O_{\mathbf{s}}\right)} \max _{a \in A_{\mathbf{s}}} \sum_{o \in O_{\mathbf{s}}} \pi_{o}\left(R(\mathbf{s}, a, o)+F\left(\mathbf{s}^{\prime}\right)\right)  \tag{7.8a}\\
& =\max _{\sigma \in \mathcal{P}\left(A_{\mathbf{s}}\right)} \min _{o \in O_{\mathbf{s}}} \sum_{a \in A_{\mathbf{s}}} \sigma_{a}\left(R(\mathbf{s}, a, o)+F\left(\mathbf{s}^{\prime}\right)\right) \tag{7.8b}
\end{align*}
$$

Therefore, let $\sigma^{*}$ be the induced myopic strategy for the robber by (7.8b) and assume he plays according to $\sigma^{*}$. We study games where play stops after $i$ steps. First, consider the game where the
robber obtains the payoff $G V(\mathbf{s})$ at the end of the $i$ th step. Since $G V$ is a fixpoint of $T$ and $\sigma^{*}$ is the myopic strategy with respect to $G V$ the robber is assured at least a payoff of $G V\left(\mathbf{s}_{0}\right)$ by playing $\sigma^{*}$. Now consider the normal game truncated to $i$ steps. If the game ends at step $i$ it does so in a terminal state. Since $G V(\mathbf{s})=0$ for all terminal states $\mathbf{s}$ we know that the robber is assured at least $G V\left(\mathbf{s}_{0}\right)$ by playing $\sigma^{*}$. Therefore, let us assume the game does not end at step $i$. Let $\pi$ be the strategy of the cops such that they can end the game with probability $p>0$ after at most $t$ steps. Since the cops could play $\pi$ we know that the probability that the game would continue after $i$ steps is at most $(1-p)^{\left\lfloor\frac{i}{t}\right\rfloor}$. Therefore, the payoff the robber achieves after $i$ steps is at least

$$
G V\left(\mathbf{s}_{0}\right)-(1-p)^{\left\lfloor\frac{i}{t}\right\rfloor} \max _{\mathbf{s} \in S} G V(\mathbf{s})
$$

When the game continues after the $i$ th step the robber could, due to misplay, loose as much as the expected value of the game. Since the expected value of the game, due to the proof of Lemma 7.3, is

$$
\mathbb{E}(G V(\mathbf{s})) \leq \frac{1}{p} t\|R\|
$$

the robber can assure to obtain at least

$$
G V\left(\mathbf{s}_{0}\right)-(1-p)^{\left\lfloor\frac{i}{t}\right\rfloor} \max _{\mathbf{s} \in S} G V(\mathbf{s})-(1-p)^{\left\lfloor\frac{i}{t}\right\rfloor} \frac{1}{p} t\|R\| .
$$

Since this holds true for any $i$, hence also for $i \rightarrow \infty$, we obtain that the robber can assure a payoff of at least $G V\left(\mathbf{s}_{0}\right)$.
It remains to prove that the cop can also assure that the payoff is at most $G V\left(\mathbf{s}_{0}\right)$. Let $\pi^{*}$ be the induced myopic strategy due to (7.8a). To use the above method we have to show that the cop can win (as in Definition 7.2) with $\pi^{*}$. Assume he cannot. Then there is a strategy $\sigma$ for the robber with which he can extend the play forever. However, after $i$ steps the robber achieved at most

$$
G V\left(\mathbf{s}_{0}\right)-\min _{\mathbf{s} \in S} G V(\mathbf{s})
$$

Since we know that the robber can extend game play forever we have that the above term goes to infinity as $i \rightarrow \infty$. This is not possible since $G V<\infty$ due to the assumption. Therefore, the cop can win with $\pi^{*}$. Analogously to the above we can prove that the cop can force the payoff to be at most

$$
G V\left(\mathbf{s}_{0}\right)-(1-p)^{\left\lfloor\frac{i}{t}\right\rfloor} \min _{\mathbf{s} \in S} G V(\mathbf{s})+(1-p)^{\left\lfloor\frac{i}{t}\right\rfloor} \frac{1}{p} t\|R\|
$$

for some fixed $t$. Hence, for $i \rightarrow \infty$ we have that the cop can force the payoff to be at most $G V\left(\mathbf{s}_{0}\right)$. We proved that the myopic strategies $\sigma^{*}$ and $\pi^{*}$ with respect to $G V$ achieve at least and at most a payoff of $G V\left(\mathbf{s}_{0}\right)$ when gameplay starts in $\mathbf{s}_{0}$. This holds for all $\mathbf{s}_{0} \in S$. Hence, the two strategies define a Nash equilibrium and the equilibrium value of the game starting in $\mathbf{s}_{0}$ is $G V\left(\mathbf{s}_{0}\right)$.

## Lemma 7.8

Let $G V^{*}$ be a fixpoint of $T$ such that $0 \leq G V^{*}<\infty$. Let further $G V_{0}$ such that either of the following holds
(a) $G V_{0} \leq G V^{*}$ and $G V_{0} \leq T\left(G V_{0}\right)$.
(b) $G V_{0} \geq G V^{*}$ and $G V_{0} \geq T\left(G V_{0}\right)$.

Then, the value iteration with initial estimate $G V_{0}$ converges to a fixpoint of $T$.
Proof. Let us consider part (a). We prove by induction over $i$ that for all $\mathbf{s}, G V_{i}(\mathbf{s}) \geq G V_{i-1}(\mathbf{s})$. Since $G V_{0}(\mathbf{s}) \leq T\left(G V_{0}\right)(\mathbf{s})=G V_{1}(\mathbf{s})$ the induction base is due to the assumption. Therefore, let $G V_{i}(\mathbf{s}) \geq G V_{i-1}(\mathbf{s})$ for all $\mathbf{s}$. Due to Lemma 7.6 and the induction hypothesis for $i$ we have

$$
G V_{i+1}(\mathbf{s})-G V_{i}(\mathbf{s})=T\left(G V_{i}\right)(\mathbf{s})-T\left(G V_{i-1}\right)(\mathbf{s}) \geq 0
$$

which finishes the induction step. Hence, we know that the values in $G V_{i}$ are always non-decreasing with $i$.

Furthermore, we can prove that $G V^{*}(\mathbf{s}) \geq G V_{i}(\mathbf{s})$. This holds for $i=0$ due to the assumptions of this lemma. For every subsequent element we have, due to Lemma 7.6,

$$
G V^{*}(\mathbf{s})-G V_{i}(\mathbf{s})=T\left(G V^{*}\right)(\mathbf{s})-T\left(G V_{i-1}\right)(\mathbf{s}) \geq 0
$$

That means that $G V_{i}(\mathbf{s})$ is bounded from above. Thus, we proved the point-wise convergence of $\left(G V_{i}\right)_{i}$. Since $G V$ is defined over a finite set $S$ we also have uniform convergence.

It remains to show that the value iteration also converges to a fixpoint of $T$. It is easy to see that $T$ is continuous. Therefore, we have that $T\left(\lim _{i \rightarrow \infty} G V_{i}\right)=\lim _{i \rightarrow \infty} T\left(G V_{i}\right)$ and hence

$$
T\left(G V^{\prime}\right)(\mathbf{s})-G V^{\prime}(\mathbf{s})=\lim _{i \rightarrow \infty} G V_{i+1}(\mathbf{s})-\lim _{i \rightarrow \infty} G V_{i}(\mathbf{s})=0
$$

This completes the proof of part (a). The proof of part (b) is analog by deriving that $G V^{*} \leq$ $G V_{i+1} \leq G V_{i}$ which shows the convergence of $\left(G V_{i}\right)_{i}$. The above argument then completes the proof.

## Theorem 7.9

Let $G$ be such that the cops can win the game (as in Definition 7.2). Let further $G V^{*}$ be the optimal values of the game. If $G V_{0}(\mathbf{s})=0$ for all terminal states $\mathbf{s}$ and either of the following holds
(a) $G V_{0} \leq G V^{*}$ and $G V_{0} \leq T\left(G V_{0}\right)$
(b) $G V_{0} \geq G V^{*}$ and $G V_{0} \geq T\left(G V_{0}\right)$
then

$$
\lim _{i \rightarrow \infty} G V_{i}=G V^{*}<\infty
$$

Proof. We have that $G V^{*}<\infty$ due to Lemma 7.3. Due to Lemma 7.5 we have that $G V^{*}$ is a fixpoint of $T$. Convergence follows from Lemma 7.8. Correctness follows from Lemma 7.7.

## Corollary $\mathbf{7 . 1 0}$

Let $G$ be a graph such that the cops can win the game. When setting $G V_{0}$ to any of the following, the value iteration converges.
(a) $G V_{0} \equiv 0$.
(b) $G V_{0}(\mathbf{s})=0$ for all terminal states $\mathbf{s}$ and $G V_{0}(\mathbf{s})=\infty$ otherwise.

Proof. Recall that we denote the reward function with $R$. Since $R \geq 0$ we can follow that $G V_{1} \geq$ $G V_{0}$. Part (a) now follows from Theorem 7.9.

Consider part (b). The value iteration does not change the value of terminal states. Hence, they remain at zero. Since $G V_{0}(\mathbf{s})=\infty$ for all other states $\mathbf{s}$ the value can obviously only decrease the values in subsequent iterations, hence $G_{1} \leq G_{0}$. Theorem 7.9 now completes the proof.

The Markov Game formulation can also be used to approach the alternating game. Since a strategy in the alternating game corresponds to a pure strategy we only need to minimize over the action set instead of the probability distributions in (7.5a). Therefore, (7.5a) becomes

$$
\begin{equation*}
G V(\mathbf{s})=\min _{o \in O_{\mathbf{s}}} \max _{a \in A_{\mathbf{s}}} Q(\mathbf{s}, a, o) . \tag{7.9}
\end{equation*}
$$

Since it does not involve linear programming but straightforward iteration over the action sets, (7.9) is much faster to solve than (7.5a). Note further, when playing with at least $k$ cops on a $k$-cop-win graph the cops can win the game as in Definition 7.2. Hence, for the alternating version, the value iteration converges to the true values of the game and induces a Nash equilibrium.

When used for the alternating game, value iteration works similarly to the algorithm proposed by Hahn and McGillivray [33] (see Section 3.1). Both algorithms iterate over the entire state space, Hahn's algorithm over the state space with turn tag and value iteration over the state space without turn tag. In each iteration, value iteration assigns the current optimal value to the state. Hahn's algorithm checks if the current value of the state is different from infinity (the initialization is zero for all terminals and infinity for all other states). If not, it is set to the current optimal value, possibly yielding infinity again. Otherwise, the state is disregarded. Since the RA algorithm in Section 3.1 is an improvement of Hahn's algorithm, RA is to be preferred over value iteration when solutions are computed for the alternating move game.

When initialized with zero everywhere the value iteration subsequently increases the values of the state space (due to Lemma 7.6) until the final values are reached. Hence, one immediate idea to speed up convergence is to initialize the state space with an approximation on the true values. We have studied three methods. First, it is possible to use an heuristic function, i.e. an estimate on the value of the game. In the experiments (see Section 7.2) we used the forward heuristic that was used to
solve the alternating game more quickly in Chapter 4 . Second, the values can be initialized with the optimal values from the alternating game. This is a plausible initialization since the alternating game can be solved much more quickly than the simultaneous game. The third method uses abstractions.

Definition 7.11 (abstraction)
Given a graph $G$, a graph $G^{\prime}$ is called an abstraction of $G$ if there is a homomorphism $h: G \rightarrow G^{\prime}$ and there are no more edges in $G^{\prime}$ than required by $h$.

Within our experiments we used octile maps together with clique abstraction [76, 77]. We compute the values of the game subsequently on every level of the abstraction hierarchy beginning with the highest. Given the values of the game on level $l$ all the states on level $(l-1)$ that abstract into the same state in level $l$ will be given the parent's value. Then, the game on level $(l-1)$ is solved with value iteration and the process continues until a solution is computed for the lowest level of abstraction, i.e. the base level. Experimental results for this kind of initialization can be found in Section 7.2.

There are other methods than value iteration to compute optimal policies that obey system (7.5). Littman [48] proposed to apply Q-learning known from regular Markov Decision Processes. The algorithm traverses the state space multiple times starting from a given start state and updates the values of $Q$ while doing so. In contrast to value iteration, it therefore performs asynchronous updates on $G V$ and $Q$ and is only expected to have accurate values along the optimal playout originating in the given initial position. Within this chapter we are interested in solving the entire state space and therefore our focus is on value iteration only. The performance of the Q-learning approach and other possible methods for computing optimal policies for a given initial position would be interesting but we limit the study of the simultaneous game to this chapter. Hence, how to efficiently solve the simultaneous game for only one problem instance remains open.

### 7.2 Experiments

In this section, we are interested in the performance of value iteration when used to solve the simultaneous action game. Therefore, we will study the changes in the number of iterations when using the three different initialization methods from Section 7.1. Furthermore, we will introduce a measure of similarity of two strategies and measure how this similarity develops over the course of subsequent iterations.

Within our implementation of the value iteration we solve each Bellman equation (7.5) with the algorithm by Robinson [70]. This algorithm solves a matrix game by computing the probability vectors over the actions of both players. This is done iteratively, running playouts with the current estimates and updating the estimates according to these playouts. We run the iterative process until the payoff for the cop and the robber only differ by a parameter $\epsilon$, i.e. until the difference of the left and right terms of (7.2) is within $\epsilon$. The matrix game for each state in the value iteration is defined
by $Q(\mathbf{s})$ in (7.5b).
While running the value iteration we keep track of the difference of the current estimates $G V_{i}$. We stop iterating when

$$
\left\|G V_{i+1}-G V_{i}\right\| \leq \delta
$$

where $\|\cdot\|$ is the maximum norm and $\delta$ is a given parameter and is a mean to control the accuracy of the results.

The runtime of the algorithm highly depends on the structure of the map since this determines the structure of the LP's induced by the Bellman equations. Therefore, we only study one map in these experiments. Furthermore, we want to investigate if it is possible to gain performance for the value iteration when using different methods of initialization of the state space. Since gains in performance are expected to be the highest on graphs that induce some regular structure we test on a $5 \times 5$ grid with octile connections here. For the definition of an octile map refer to Definition 2.8.

It is easy to see that one cop can eventually win the game, i.e. that the expected value of the game is finite for any initial position of cop and robber. Hence, we only experiment with one cop here. Recall, that the state space has $n^{2}=5^{2} * 5^{2}=625$ states.

We initialize the state space with the following methods. First, the maximum norm distance metric, that measures the maximal distance between the coordinates of the cop's and the robber's position, is used to assign a value to every state. The second method assumes the robber will stand still and the cop runs towards him. This method returns an estimated value of such a playout, beginning in the respective state, by estimating the distance traveled by the cop with the maximum norm distance metric. Note that this is the forward heuristic used in Section 4.5. Third, we initialize every state with the value of the alternating game starting in this state. Finally, we use the solution to the simultaneous game on an abstraction.

The fourth method uses a hierarchy of clique abstractions [76] and computes a fixed, given number of iterations on each level of abstraction. Computation starts at the highest level of abstraction. To initialize the value of a state on the next lower level, the value of the abstract state on the higher level is scaled by a factor of two (which is the average graph distance of the states abstracted into two adjacent abstract states). After reaching the lowest level of abstraction, i.e. the original graph, we continue to run value iterations until the above criterion is satisfied. The number of iterations on each level was set to 10 during the following experiments.

We measured the difference $\left\|G V_{i+1}-G V_{i}\right\|$ from one iteration to the next for all methods after the initialization has happened. We set $\delta=0.01$ and $\epsilon=0.001$. The results are depicted in Figure 7.1 with logarithmic scale on the ordinate. The graphs are very similar for all methods of initialization except for initialization via abstractions, making them non-distinguishable. Hence, the number of iterations required to push the difference, of one iteration to the next, below $\delta$ is nearly the same for all methods of initializations. Only initializing by exploiting the abstraction hierarchy gains a small advantage. However, this method computed 10 iterations on each of two levels of


Figure 7.1: Convergence of $\left\|G V_{i+1}-G V_{i}\right\|$ of value iteration after the four different initializations.
abstraction beforehand which is a computational overhead. To justify this overhead the number of iterations would have to decrease by a larger factor.

We encountered the same trends for different graphs as well. There are several reasons why these methods of initializations do not gain speedups. First, when the distance metric, accumulated heuristic or the alternating game are used for initialization, the assigned values are too small to make a big difference. For example, when the cop and robber are in positions $(1,1)$ and $(3,3)$ (the indices begin at 0 ) the distance metric is 2 , the accumulated heuristic is 3 and the optimal value for the alternating game is 5 . However, the expected value of the simultaneous action game starting in these vertices is greater than 21 . Hence, there are still many iterations required to iteratively increase the values homogeneously over the state space. When the abstraction hierarchy is used, we have locally constant values in both dimensions of the state space after the initialization. Subsequent iterations are used to change these locally constant regions and to converge to a real solution.

When plotting the values of the state space for octile connected 1-cop-win graphs after each iteration we found that they have the same structure as the converged solution, only they are scaled by a factor. Hence, it seemed likely that for computing the strategies the value iteration did not have to converge to its true values. Therefore, we wanted to measure the difference of induced strategies of subsequent iterations. Recall that a strategy is a function that assigns a vector of probabilities to each state. Given two myopic policies for iteration $i$ and $(i+1)$ we measure the difference between two corresponding strategies $\pi_{i}$ and $\pi_{i+1}$ in each state $\mathbf{s}$ by $\left\|\pi_{i+1}(\mathbf{s})-\pi_{i}(\mathbf{s})\right\|$ where $\|\cdot\|$ is the maximum norm. That means we are measuring the maximum difference in the weights of these two strategies in each state. To have a global measure of similarity of the two strategies we compute the average of these differences, hence

$$
\frac{1}{|S|} \sum_{\mathbf{s} \in S}\left\|\pi_{i+1}(\mathbf{s})-\pi_{i}(\mathbf{s})\right\|
$$

We plot this measure for the value iteration with initialization of zero everywhere in Figure 7.2. The values for different initializations are similar and are therefore omitted here.


Figure 7.2: The difference of the strategy for the cop and robber over the course of iterations.

These values show that the differences in the strategies are drastic, especially for the robber. However, this can be caused by the way the LPs in (7.5) are solved by Robinson's algorithm [70]. There might be multiple possible solutions to the induced linear programs for each state in the Bellman equations. However, our algorithm can only select one. The fact that the difference for the robber is a magnitude higher than for the cop suggests that the algorithm prefers certain minima/maxima of the linear programs that induce high differences in the strategies induced by subsequent iterations. The question, whether these differences can be consistently decreased over the course of iterations by selecting different solutions to the linear programs with a different LP solver remains open. Furthermore, another interesting question is how successful the induced strategies after each iteration are. This would have to be measured by computing a best response, which can be done by fixing one of the strategies in the Bellman equations (7.5). However, a similar exploitability does not necessarily mean similarity in strategy, i.e. how the agents move. Again, this study remains for future investigation.

Since the computation of a solution highly depends on the LP solver used we can only give approximate computation time results. It is likely that computation can be sped up when using a better LP solver. We computed the solution to the $7 \times 7$ octile connected grid with one cop with $\delta=0.01$ and $\epsilon=0.001$. Recall, that the state space has $7^{2} * 7^{2}=2401$ states. The computation with initialization of zero everywhere converged after 218 iterations and took $19 \mathrm{~m} 51 \mathrm{~s}^{1}$.

### 7.3 Summary and open problems

We introduced the simultaneous action game and its formulation as a linear program (LP). Unfortunately, due to its exponential growth, this LP is too large to be practically solvable. We proposed a different formulation of the simultaneous action game due to an undiscounted Markov Game formulation. The resulting Bellman equations can be solved with value iteration. We proved that, under the assumption that the expected value of the game is finite and the cops can hence win the game, the value iteration converges to the optimal values. Additionally we studied different methods of

[^3]initializing the state space which unfortunately proved to gain no significant speedups. Furthermore, since value iteration has to iterate over the entire state space and solve the Bellman equations in each state, the algorithm is only feasible for relatively small graphs, in contrast to the RA algorithm for the alternating game. It remains an open problem whether the strategies induced by subsequent iterations are similar or not, i.e. if the value iteration can be terminated early if we only need an approximation to the optimal strategies rather than the optimal values of the game. Furthermore, it seems likely that our method can be improved in speed by using different LP solvers.

## Conclusions

Pursuit games have been studied in many domains such as warfare, law enforcement and computer games. The game of cops and robber or moving target search is one special kind of pursuit game that we studied in this thesis.

In the first part of this work we investigated algorithms that compute optimal solutions to the game. Here, optimality means a Nash equilibrium. We outlined the retrograde analysis (RA) algorithm used to compute solutions for the entire state space, i.e. for every tuple of possible initial positions. This algorithm can also be used to compute a best response against a deterministic robber algorithm that does not keep track of the history of the game. Furthermore, we outlined possible optimizations when computing solutions where multiple cops are involved. We studied the theoretical runtime of the RA algorithm and evaluated its practical performance.

Additionally, we studied algorithms that compute solutions for given initial positions. Here, heuristics can be used to speed up computation. We improved the algorithm Two-Agent IDA* (TIDA*) by incorporating intelligent caching methods and enhanced Proof-Number Search with iterative bound increase similar to TIDA*. Moreover, we developed a new algorithm, called Reverse Minimax $A^{*}(R M A *)$, that computes solutions in a bottom-up fashion. Experiments conducted on multiple sets of maps and with one or two cops showed that our new method outperforms the previously known algorithms.

Although they scale well with respect to the map size, optimal algorithms still exceed modern computer game time constraints. Therefore, we investigated sub-optimal algorithms in the second part of this thesis. Hence, our goal was to compute very good solutions quickly. We discussed the existing approaches Cover, Dynamic Abstract Minimax (DAM), Minimax, a random beacon algorithm, hill climbing due to distance heuristic and developed two new methods, TrailMax and Dynamic Abstract TrailMax (DATrailMax). Conducting experiments where the algorithms competed against a Nash equilibrium playing cop were used to evaluate the algorithms' suboptimality. Additionally, we computed best responses against some of the algorithms to assess their exploitability. These experiments showed that our new methods outperform the existing approaches in quality while meeting modern computer game time constraints. Hence, this work redefines the state-of-theart in perfect information moving target search. Furthermore, detailed analysis showed that previous results on the Cover heuristic were flawed but that our alternative variation can be used to circumvent
some of the problems.
We have outlined known mathematical results for the cop number, the search time of a graph, the characterization of cop-win graphs, the complexity for computing solutions to the cops and robber problem and other variations of the game. The capture time is a new parameter that has not been studied in the literature before and is important for the algorithmic study of the game. We established bounds on the capture time on cop-win graphs and gained some results on the characterization of some 2-cop-win graphs. We further engaged in a discussion on possible characterization of general $k$-cop-win graphs.

As another by-product of the main work on this thesis, we investigated methods to solve the simultaneous action game. Here, Nash equilibria are to be found in mixed strategies and therefore the previous game tree search algorithms are not a feasible approach. We expressed the game as an undiscounted Markov Game formulation and used value iteration to solve it. Furthermore, we proved convergence and correctness of the algorithm for certain initial conditions. Unfortunately, our ideas to speed up convergence with different initializations did not gain significant improvements.
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## Appendix A

## Properties of octile maps

## Lemma A. 1

Let $G$ be a cop-win octile map, $d(v, w)$ be the graph distance between vertices $v, w \in G$. Let $B(v, d)=\{w \in V(G) \mid d(v, w) \leq d\}$ be the ball around vertex $v$ with radius $d$. Let $\partial B(v, d)=$ $\{w \in V(G) \mid d(v, w)=d\}$ be the boundary of $B(v, d)$. For $S \subsetneq G$ denote the set of vertices in $S$ that have minimal distance to $v$ by $\perp_{S}(v)=\left\{w \in S \mid d(v, w)=\min _{w^{\prime} \in S} d\left(v, w^{\prime}\right)\right\}$.

Then, for any $v \in G$ and $w \notin B(v, d)$ we have that $\perp_{\partial B(v, d)}(w)$ is connected and all its vertices are on a horizontal or vertical line segment of $\partial B$.

Proof. Consider Figure A. 1 for a visualization of the definitions in the lemma. Fix a radius $d$ and the vertices $v \in G, w \in G-B(v, d)$. For ease of reading we assign $B=B(v, d), \partial B=\partial B(v, d)$, $\perp=\perp_{\partial B(v, d)}(w)$. Recall that the length of a path is the number of its vertices reduced by one.
First, notice that a shortest path from $w$ to a vertex $x \in \perp$ does not have any common vertices with $B$ except for $x$. Otherwise, the path goes through $B$ and enters $B$ before reaching $x$. Let $y \in \partial B$ be the entrance vertex of the path into $B$. Then $d(w, y)<d(w, x)$ which is a contradiction to the minimality of the distance to $w$ in $\perp$.
We will show that $\perp$ is a subset of one connected component of $\partial B$. Assume this is not the case. Then, there exist vertices $x, y \in \perp$ that are in different components of $\partial B$. Recall that the vertices of an octile map are located on the $\mathbb{N} \times \mathbb{N}$ grid. Therfore, the boundary $\partial B$ of $B$ is only disconnected in places where a grid point is not included into the graph as a vertex. Find a shortest path $p_{w x}$ and $p_{w y}$ from $w$ to $x$ and $w$ to $y$, respectively. These paths do not go through $B$. Find a path $p_{x y}$ from $x$


Figure A.1: Depiction of the definitions in Lemma A. 1


Figure A.2: Constructing shortest paths for vertices in between $x$ and $y$.
to $y$ through vertices of $B$. Construct a cycle through $w, x$ and $y$ with the paths $p_{w x}, p_{x y}, p_{w y}$. This cycle surrounds a grid point that disconnects $\partial B$. Hence, there is a, possibly shorter, induced cycle in the graph around this grid point that has no bridges. Since the smallest such cycle in an octile map is of size eight, the graph is not 1-cop-win. This is in contradiction to the assumption of the lemma and therefore $\perp$ is in one connected component of $\partial B$.

We will now introduce what will be called the intersection technique in the following. Consider Figure A. 2 for an example. Given two vertices $x, y \in \perp$ we will specify a vertex $x^{\prime}$ in the same component of $\partial B$ and a line direction. In the example in Figure A. 2 we chose a vertical line. Furthermore, we consider shortest paths $p_{w x}$ and $p_{w y}$ from $w$ to $x$ and $w$ to $y$, respectively. The given line intersects in a grid point with at least one of the two paths at least once. Let $z$ be the intersection grid point that is closest to $x^{\prime}$. Since $z$ is on one of the paths it is also a vertex. Furthermore, the grid points from $x^{\prime}$ to $z$ along the specified line direction are vertices of the graph and the edges in between them are edges of the graph. Otherwise, the paths $p_{w x}$, the path from $x$ to $y$ through vertices of $\partial B$ and $p_{w y}$ form a cycle that encloses a grid point that is not a vertex of the graph. By the above argument, this is not possible in 1-cop-win octile maps. Let $p_{z x^{\prime}}$ be the path formed by the vertices between $z$ and $x^{\prime}$ along the specified line direction. Furthermore, without loss of generality, let $z$ be on $p_{w x}$. Let $p_{w z}$ denote the part of $p_{w x}$ from $w$ to $z$ and $p_{z x}$ denote the part of $p_{w x}$ from $z$ to $x$.

We now show that all vertices of $\perp$ are on a horizontal or vertical line segment along $\partial B$. This is proved by contradiction. Hence, assume that there is $x, y \in \perp$ that are not on the same line segment of $\partial B$. We have plotted the three cases that can occur, up to symmetry, in Figure A.3. Note that alternative positions of $w$ and in particular the paths $p_{w x}$ and $p_{w y}$ can be rejected with the above argument of constructing a cycle around a non included grid point.

Consider the first case depicted in Figure A.3(a). We will set $x^{\prime}$ to be the corner vertex of the two different line segments of $\partial B$ that $x$ and $y$ are on. The line direction is diagonal. Then, $p_{z x^{\prime}}$ is shorter than $p_{z x}$. This is because $p_{z x}$ has to cross the line through $x^{\prime}$ and $y$ to reach $x$. For example, in Figure A.3(a) the vertical coordinate coming from $z$ has to drop below the vertical coordinate of $x^{\prime}$. This requires at least as many edges as there are in $p_{z x^{\prime}}$. Thus, we can construct a new path from $w$ to $x^{\prime}$, via the paths $p_{w z}$ and $p_{z x^{\prime}}$, that is shorter than $p_{w x}$. Since $x^{\prime} \in \partial B$ this yields a


Figure A.3: Three different cases when $x, y \in \perp$ are in different line segments of $\partial B$ and their constructions of contradiction.
contradiction to the minimality of $x \in \perp$.
Consider the second case depicted in Figure A.3(b). We set $x^{\prime}$ as depicted and choose the line direction to be horizontal. Analog to the first case we obtain that $p_{z x^{\prime}}$ is shorter than $p_{z x}$. Hence, we can construct a new path from $w$ to $x^{\prime}$ that is shorter than $p_{w x}$ which yields a contradiction. The third case depicted in Figure A.3(c) follows analog.

We have shown that all vertices of $\perp$ are on the same component of $\partial B$ and are all on a vertical or horizontal line segment of $\partial B$. It remains to show that $\perp$ is connected. Therefore, let $x, y \in \perp$ be two vertices that are not adjacent. Consider Figure A. 2 for an illustration. Again, we use the intersection technique by choosing $x^{\prime}$ to be the neighbor of $x$ towards $y$ and a perpendicular direction to the $x y$ direction. Then $p_{z x^{\prime}}$ is as long as $p_{z x}$. Hence, the path obtained by combining $p_{w z}$ and $p_{z x^{\prime}}$ is as long as $p_{w x}$ and therefore $x^{\prime} \in \perp$. By induction we obtain that all vertices in between $x$ and $y$ are in $\perp$. Hence, $\perp$ is connected.
This completes the proof.

## Appendix B

## Suboptimality experiments

|  |  |  |  |  |
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|  |  | ォ <br>  <br>  N <br>  $\infty$ か－ <br>  $\propto \underset{\sim}{\infty} \dot{\infty} \dot{\infty} \dot{\circ}$ |  <br>  <br>  <br>  ～ No <br>  <br>  |  $\underset{\infty}{\infty} \dot{\infty} \infty \infty \infty$ <br>  $\underset{\infty}{\infty} \dot{\infty} \dot{\infty} \infty \dot{\infty}$ <br> ぶへぶ $\underset{\infty}{\infty} \dot{\infty} \dot{\infty} \infty \infty \dot{\infty}$ <br> 系 $\dot{\alpha} \dot{\infty} \infty \infty \infty$ |
|  |  |  |  <br>  $\sum \sum \sum \sum \sum \sum \sum \sum \sum \sum \sum \sum \sum \sum \sum \sum \sum \sum \sum \sum \sum \sum \sum \sum \sum \sum \sum \sum \sum \sum \sum \sum \sum \sum \sum \sum \sum \sum \sum \sum \sum \sum \sum \sum$ <br>  |  |


|  | に <br>  <br>  0000000000000000000 <br>  No to to mo no mo mo mon mo n |  <br>  N <br>  <br>  <br>  <br>  <br>  |
| :---: | :---: | :---: |
|  |  00000000000000000000 <br>  00000000000000000 <br>  00000000000000000 <br>  0000000000000000 | N윽응ㅇㅇㅇㅇㅇㅇㅇㅇ응 000000000 <br>  <br> 웅 $\underset{\sim}{2}$ 응 응 000000000 <br>  |
|  <br>  <br> 얭 onin io on－ingoos－in <br>  <br>  <br>  <br>  |  <br>  <br>  <br>  |  <br>  $\underset{7}{\ddagger} 90$ $\therefore=\simeq \propto \propto \propto \propto \propto Q \alpha q$ <br>  <br>  <br>  <br>  |
|  <br>  <br>  $\bigcirc 00-0000-0000 \times 1$ <br>  <br>  <br>  <br>  |  <br>  <br>  <br>  <br>  <br>  <br>  <br>  |  onnnnnnnnnn <br> ai 은 000000000 <br>  0000000000 은ñ n nn no oo o o o o o 숭 |
| ল゙すひへぶ <br>  <br>  <br>  <br>  <br>  <br>  <br>  |  <br>  <br>  <br>  <br>  <br>  <br>  <br>  | ત～がすのすかよ かNNか <br>  <br>  <br>  <br>  <br>  <br>  <br>  |
| かたのほこのにたのほこのにたのほ <br>  éo é é é ó ó ó é é é é $\sum_{i} \sum_{i} \sum_{i} \sum_{i} \sum_{i} \sum_{i} \sum_{i} \sum_{i} \sum_{i} \sum_{i} \sum_{i} \sum_{i} \sum_{i} \sum_{i} \sum_{i} \sum_{i}$ <br>  |  |  |


|  | 웅 －0．0000000000000000 |
| :---: | :---: |
| $\underset{\sim}{\circ}{\underset{\sim}{c}}_{\infty}^{\infty} \underset{\sim}{\circ}$ | Oが N－－－－0000000000000 |
|  $\stackrel{\rightharpoonup}{\mathrm{i}}$ ㄴ $-\underset{\sim}{-\infty} \xrightarrow{\infty}$ |  |
| 等云た i i |  |
|  00000000 |  00000000000000 |
|  00000000 |  0.008000 .00 .00 .00000 |
| 엉 O |  0000000000000000 |
|  0000000 |  000000000000000 |
|  $\infty \underset{\sim}{\infty} \infty \infty$ |  |
|  <br>  | が <br>  |
|  ત્તંતંતંતંતૂં |  <br>  かののののののの○응ㅇㅇㅇのののの |
|  <br>  |  <br>  |
|  no no no no n |  0000000000000000000 |
|  |  000000000000000000 |
|  $\bigcirc 00000$ |  <br>  |
| ホNo 웃 $\bigcirc 000000$ |  00000000000000000 |
|  ふ人ลふ大人ลふ人 |  <br>  |
|  <br>  |  <br>  |
|  <br>  |  <br>  |
|  <br>  |  <br>  |
|  | OOOOOOOQOOOOOOOQO <br>  <br>  <br>  <br>  |


[^0]:    (a) Setting the values of all terminal states and pushing their neighbors onto the open queue.

[^1]:    ${ }^{1}$ All experiments were run on a Intel Xeon ${ }^{\odot} 2.5 \mathrm{GHz}$ CPU with 16 GB RAM.

[^2]:    ${ }^{1}$ All experiments were run on a Intel Xeon ${ }^{\text {© }} 2.5 \mathrm{GHz}$ CPU with 16 GB RAM.

[^3]:    ${ }^{1}$ All experiments were run on a Intel Xeon ${ }^{\text {© }} 2.5 \mathrm{GHz}$ CPU with 16 GB RAM.

